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A common problem in practice is the analysis of experiments designed to compare
treatments. In the situation where an analysis of variance (ANOVA) leads to a signi� cant
F -test for the difference between treatment means, there is the problem of isolating those
treatments that do not appear to be different. In a recent issue of this journal,Bautista, Smith,
and Steiner (1997) considered a new procedure for the grouping of treatments following an
analysis of variance, leading to a signi� cant F -test for the differences between treatment
means. They subsequently illustrated their procedure in an example involving some data

from Steel and Torrie (1980). In particular, they claimed that their “procedure differs from
most in that distinct groups are created.”

However, in addition to the hierarchical cluster analysis approach of Scott and Knott
(1974) referenced in their paper, we wish to point out that various methods have been
proposed in the past to partition treatments into distinct groups, including by those by
Edwards and Cavalli-Sforza (1965), Jolliffe (1975), Binder (1978, 1981), Cox and Spötvoll
(1982), and Caliński and Corsten (1985); see McLachlan and Basford (1988, Chapter 6).
Additional references may be found in Carmer and Lin (1983). The possibility of using

cluster analysis in place of multiple comparison procedures had been suggested by O’Neill
and Wetherill (1971). In the discussion of this paper, Nelder (1971) commented that one of
the patterns to look for in the sample means of the treatmentswas whether “the means divide
into two or more groups within which they look like samples from normal distributions.”
The normal mixture model-based approach to this problem as developed in Aitkin (1980)
and Basford and McLachlan (1985) is in keeping with the spirit of this comment.

With this mixture approach, the n treatment means, denoted here by ¹x1; : : : ; ¹xn, are
assumed to be distributed (independently) about their means · 1; : : : ; · n with variances
equal to º 2=r1; : : : ; º 2=rn, respectively,where rj denotes the number of observationsmade

on the jth treatment. In addition, s2 denotes an independent estimate of º 2, distributed as

vs2=º 2 ¹ À 2
v : (1)
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Under a normal mixture model with g components, it is assumed further that, conditional
on its membership of the ith group, ¹xj is distributed as

¹xj ¹ N( · i; º 2=rj in Gi with probability ¸ i; i = 1; : : : ; g: (2)

The log likelihood for the vector of unknown parameters formed on the basis of ¹x1; : : : ; ¹xn

under the mixture model (2) and also s2 under (1) is given, up to terms not involving the

unknown parameters, by

log L =

nX

j = 1

log

gX

i = 1

¸ i’ ¹xj ; · i; º 2=rj

¢
¡ 1

2
v log º 2 ¡ 1

2
vs2=º 2; (3)

where ’(x; · ; º 2) denotes the univariate normal mixture density with mean · and variance
º 2. This mixture model can be � tted to the treatments using the EM algorithmof Dempster,
Laird, and Rubin (1977); see also McLachlan and Krishnan (1997). The FORTRAN listing
of a program for this purpose is given in the Appendix of McLachlan and Basford (1988).
A probabilistic clustering of the treatments is obtained in terms of their � tted posterior
probabilities of component membership. An outright clustering into distinct groups is ob-
tained by assigning each treatment mean to the group to which it has the highest posterior

probability of belonging.
We applied this approach to the six treatments in the example considered by Bautista et

al. (1997). These treatments, designated as 3DOk1, 3DOk5, 3DOk7, COMP, 3DOk4, and
3DOk13, have means equal to 28.82, 23.98, 19.92, 18.70, 14.74, and 13.26, respectively.
For g = 2, it results in the � rst four treatments being clustered into one group and the
remaining two in another group. For g = 3, the � rst two treatments are grouped together
in one cluster, the next three in another, while the last treatment forms a group on its own.
These partitions of the treatment means agree with those of Bautista et al. (1997). On the
question of whether there should be g = 2 or 3 groups, the value of ¡ 2 log ¶ (i.e., twice the

increase in the log likelihood for g = 3 over g = 2) is 4.702. An assessment of the P -value
can be obtained by using a resampling approach as in McLachlan (1987). Its application
here with K = 19 bootstrap replications leads to the null hypothesis of g = 2 groups
being retained at the 5% level (approximately) since the value of ¡ 2 log ¶ did not exceed
its largest bootstrap replication.
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