Finite-temperature dynamics of a Tonks-Girardeau gas in a frequency-modulated harmonic trap
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We study the out-of-equilibrium dynamics of a finite-temperature harmonically trapped Tonks-Girardeau gas induced by periodic modulation of the trap frequency. We give explicit exact solutions for the real-space density and momentum distributions of this interacting many-body system and characterize the stability diagram of the dynamics by mapping the many-body solution to the solution and stability diagram of Mathieu’s differential equation. The mapping allows one to deduce the exact structure of parametric resonances in the parameter space characterized by the driving amplitude and frequency of the modulation. Furthermore, we analyze the same problem within the finite-temperature hydrodynamic approach and show that the respective solutions to the hydrodynamic equations can be mapped to the same Mathieu equation. Accordingly, the stability diagram and the structure of resonances following from the hydrodynamic approach are exactly the same as those obtained from the exact many-body solution.
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I. INTRODUCTION

Characterizing and understanding the behavior of quantum many-body systems driven out of equilibrium is one of the grand challenges of modern physics. The problem is particularly challenging when treating the dynamics of realistic finite-temperature systems, rather than systems evolving from the zero-temperature ground state. Here we solve this problem for a paradigmatic model in many-body physics—a Tonks-Girardeau (TG) gas [1] of bosons interacting in one dimension (1D) via hard-core repulsion. The specific dynamical protocol that we consider is periodic modulation of the frequency of the harmonic trapping potential, which continuously drives the system out of equilibrium. Periodically driven systems are rather common in nature and form an important class of problems in quantum dynamics. In the present context, a periodically driven TG gas can be realized in ultracold atom experiments [2–6], and therefore our results are of direct relevance to the ongoing experimental progress in ultracold atom physics, aimed at developing a fundamental understanding of out-of-equilibrium phenomena in many-body physics [7–11].

Previously, a harmonically trapped single particle has been widely studied and the effect of modulating either the position of the trap center or the strength of the trapping potential has been thoroughly investigated [12–19]. More recently, in the context of many-body out-of-equilibrium dynamics, the periodic modulation of the trapping frequency of a one-dimensional system of interacting bosons at zero temperature was considered by Quinn and Haque [20] (see also [21,22] for a related work). In particular, they focused primarily on the energy absorption of the system and the structure of energy resonances for interaction strengths varying from no interactions through to the strongly interacting TG regime.

In this paper, we extend the analysis of Quinn and Haque in the TG regime to characterize the nonequilibrium dynamics of the gas at finite temperatures and show how the solution to this many-body problem can be mapped to the solution of Mathieu’s differential equation [23,24]. The approach we use has been developed recently in [25] and provides an exact finite-temperature theory that can in general model the dynamics of a TG gas in arbitrary trapping potentials. So far this treatment has been applied to a harmonically trapped TG gas driven out of equilibrium via a quench of the trap frequency from an initial value to a fixed final value [26]. Such a quench protocol invokes familiar breathing-mode oscillations of the density profile; however, an unexpected many-body effect—dubbed many-body bounce—was also found in the dynamics of the momentum distribution. The many-body bounce manifests itself as an additional narrowing of the momentum distribution during the breathing mode oscillation cycle and is similar to the phenomenon of frequency doubling first observed in a weakly interacting 1D Bose gas [27,28].

The mapping to Mathieu’s equation is facilitated through a scaling solution that exists for the nonequilibrium dynamics of the TG gas in a time-varying harmonic trap [20,25,26,29]. Such a scaling solution allows the evolution of the density and momentum distributions of the gas to be determined through a single scaling parameter, which itself satisfies an ordinary second-order nonlinear differential equation, the Ermakov-Pinney equation [30,31]. For a specific case of sinusoidal modulation of the trap frequency, the solutions to the Ermakov-Pinney equation can be found through the mapping to Mathieu’s equation. Mathieu’s equation itself possesses stable and unstable solutions, with a nontrivial structure of parametric resonances, which ultimately determine the dynamics and the stability diagram of the many-body TG gas that we analyze here in detail.

In addition to the exact many-body analysis, we study the dynamics of the TG gas using a finite-temperature hydrodynamic approach developed in [28]. Solutions to the hydrodynamic equations are facilitated through the same scaling parameter (satisfying the same Ermakov-Pinney equation) as
that in the exact many-body theory [30,31]. Accordingly, the mapping to Mathieu’s equation, the stability diagram, and the structure of parametric resonances that follow from the hydrodynamic approach are also the same. Thus, the frequency modulation of a harmonically trapped Tonks-Girardeau gas represents yet another dynamical scenario, in addition to a simple quench protocol studied in [26], which can be adequately described by such a theory.

II. MODEL AND SCALING SOLUTIONS

A. Exact many-body solution in a time-dependent trapping potential

The model system we consider is the Tonks-Girardeau gas [1,32] corresponding to a 1D system of $N$ impenetrable (hard-core) bosons of mass $m$ confined by a one-body time-dependent trapping potential $V(x,t)$. The same model can be viewed as the limiting case of the Lieb-Liniger gas [32] with a two-body contact interaction potential, $g_0(x - x')$, in which the 1D coupling strength $g \to \infty$. [To keep the discussion general, we do not specify the form of $V(x,t)$ until the specifics of harmonic trapping come into play.]

Due to the Fermi-Bose gas mapping applicable to the Tonks-Girardeau model [1,33–35], to every many-body state of the trapping potential $V(x)$, there corresponds an antisymmetric function $\psi_{N,k}(x_1,\ldots,x_n)$, which itself evolves according to the time-dependent Schrödinger equation:

$$i\hbar \frac{\partial \phi_k(x,t)}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \phi_k(x,t)}{\partial x^2} + V(x,t) \phi_k(x,t),$$

with the initial wave functions $\phi_k(x,0)$ being the eigenfunctions of the trapping potential $V(x)$, with eigenenergies $E_k$. Such that the total energy $E = \sum_{k=1}^{N} E_k$. Thus, the index $k = \{k_1, \ldots, k_N\}$ in $\psi_{N,k}$ labels the different sets of single-particle quantum numbers $k_i$ that may occur in the initial $N$-particle state. The initial $N$-particle state is described by $\psi_{N,k}(x_1,\ldots,x_n)$, which itself evolves according to the $N$-particle Schrödinger equation:

$$i\hbar \frac{\partial \psi_{N,k}}{\partial t} = \hat{H} \psi_{N,k},$$

where

$$\hat{H} = \sum_{i=1}^{N} \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x_i^2} + V(x_i,t) \right].$$

We next assume preparation of the system such that its initial state at time $t=0$, in the trapping potential $V(x,0)$, is described by a grand-canonical ensemble at temperature $T_0$ and chemical potential $\mu_0$. This defines the statistical weights $P_{N,k} = Z e^{\mu_0(N-E_k)/k_B T_0} \geq 0$ attached to the occurrence of states $\psi_{N,k}(x_1,\ldots,x_n;0)$ in the ensemble, where $Z = \sum_{N,k} e^{\mu_0(N-E_k)/k_B T_0}$ is the grand-canonical partition function. With the initial state preparation specified, the Fermi-Bose mapping allows one to reduce the problem of treating finite-temperature dynamics of a trapped TG gas to a single-particle basis. In particular, combining such mapping with the Fredholm determinant approach of [25] leads to a computationally efficient way of calculating exactly the reduced one-body density matrix of the system, $\rho(x,y,t)$, and hence important physical observables of the gas, such as its real-space density

$$\rho(x,t) = \rho(x,x,t)$$

and the momentum distribution

$$n(k,t) = \int dx \int dy \, e^{-i(kx-y)} \rho(x,y;t).$$

More specifically, the reduced one-body density matrix can be computed as a simple double sum [25]:

$$\rho(x,y;t) = \sum_{i,j=0}^{\infty} \sqrt{\lambda_i} \phi_i(x,t) Q_{ij}(x,y;t) \lambda_j^{1/2} \phi_j^{*}(y,t),$$

where $Q_{ij}$ are the matrix elements of the operator $Q(x,y;t) = (\mathbf{P}^{-1})^T \mathbf{P}$, with

$$P_{ij}(x,y;t) = \frac{\delta_{ij}}{2} - 2 \text{sgn}(y-x) \int_{t}^{y} dx' \phi_i(x',t) \phi_j^{*}(x',t),$$

and $f_i$ are the Fermi-Dirac occupancies $f_i = [e^{(E_i - \mu)/k_B T_0} + 1]^{-1}$ of single-particle orbitals $\phi_i(x,0)$.

B. Scaling solution in a harmonic trap

In general, the calculation of the one-body density matrix using Eq. (7) requires the evaluation of the overlap matrix elements $P_{ij}(x,y;t)$ between the time-evolved single-particle wave functions $\phi_j(x,t)$, starting from the initial wave functions $\phi_j(x,0)$. For the case of a harmonic trap,

$$V(x,t) = m_0^2(t)x^2/2,$$

the initial wave functions $\phi_j(x,0)$ are given by the well-known Hermite-Gauss orbitals for the initial trap of frequency $\omega_0 = \omega(0)$, with the 1D harmonic oscillator energy eigenvalues given by $E_j = \hbar \omega_0(j + 1/2)$, whereas the evolved wave functions, for arbitrary $\omega(t)$, can be found exactly using a scaling transformation [29,36,37]:

$$\phi_j(x,t) = \frac{1}{\sqrt{\lambda(t)}} \phi_j^{(0)}(x,0) \exp \left[ i m_0^2(t)/2 \frac{\lambda(t)}{\lambda(t)} - i E_j(t)t \right],$$

where $E_j(t) = \hbar \omega_0(j + 1/2)$ and $\lambda(t)$ satisfies a second-order nonlinear differential
The equation known as the Ermakov-Pinney equation [30,31]:
\[ \ddot{\lambda} + \omega^2(t) \lambda = \frac{\omega^2(0)}{\lambda^3}, \]  
with the initial conditions \( \lambda(0) = 1 \) and \( \dot{\lambda}(0) = 0 \).

The scaling transformation (10) leads to a simple scaling solution for the evolution of the reduced one-body density matrix [25,26]:
\[ \rho(x, y; t) = \frac{1}{\lambda} \rho_0(x/\lambda, y/\lambda) e^{i m \lambda (x^2 + y^2)/2 \hbar}, \]
where \( \rho_0(x, y) = \rho(x, y; 0) \) is the one-body density matrix for the initial thermal equilibrium state. Such a scaling solution needs to be calculated only once, at time \( t = 0 \), while the specifics of the dynamics is reduced to the solution of the Ermakov-Pinney equation for a single scaling parameter \( \lambda(t) \).

As has been shown by Pinney [31], the general solution to the Ermakov-Pinney equation (11) can be constructed by combining two independent solutions \((\lambda_1(t), \lambda_2(t))\) of the respective homogeneous equation:
\[ \ddot{\lambda} + \omega^2(t) \lambda = 0, \]
which describes a simple harmonic oscillator with time-dependent frequency. More specifically, the general solution is constructed as
\[ \lambda(t) = \sqrt{A \lambda_1^2(t) + B \lambda_2^2(t) + 2C \lambda_1(t) \lambda_2(t)} \]
where the constants \( A, B, \) and \( C \) satisfy the constraint equation \( AB - C^2 = \omega^2(0)/W^2 \), and where \( W = \lambda_1 \lambda_2 - \lambda_2 \dot{\lambda}_1 \) is the Wronskian (which is a constant, in accordance with Abel’s identity) of the two independent solutions. This constraint equation, together with the initial conditions on the scaling function, \( \lambda(0) = 1 \) and \( \dot{\lambda}(0) = 0 \), uniquely fix the coefficients \( A, B, \) and \( C \). Note that the function \( \lambda \) must be real and positive in order to keep the probability densities \( |\phi_0(x, t)|^2 \) positive, and as such the positive branch of the square root is assumed in (14).

In Sec. III below we will consider a specific dynamical protocol in which the TG gas evolves under sinusoidal modulation of the harmonic trap frequency \( \omega(t) \). In this case, the homogeneous differential equation (13) can be mapped to Mathieu’s equation. Solutions to Mathieu’s equation and their stability properties are known and will be presented in Sec. IV, hence allowing us to construct the solutions to the Ermakov-Pinney equation and ultimately analyze the dynamics of the density and momentum distributions of the TG gas. Before doing so, however, we momentarily pause to point out that the evolution of a harmonically trapped TG gas under the same dynamical protocol can be also analyzed using the finite-temperature hydrodynamic approach developed in [26,28].

C. Hydrodynamic treatment

In the hydrodynamic approach, the TG gas evolves according to the following equations for the local 1D density, \( \rho(x, t) \), the hydrodynamic velocity, \( v(x, t) \), and the entropy per particle, \( s(x, t) \) [26,28]:
\[ \partial_t \rho + \partial_x (\rho v) = 0, \]
\[ \partial_t v + v \partial_x v = -\frac{1}{m} \partial_x V(x, t) - \frac{1}{m \rho} \partial_x P(x, t), \]
\[ \partial_t s + v \partial_x s = 0, \]
where \( V(x, t) \) is the trapping potential [given by Eq. (9) in the present case], and \( P(x, t) \) is the local pressure that follows from the thermodynamic equation of the state.

As the equation of state for the TG gas is the same as that for an ideal Fermi gas, the solutions to Eqs. (15)–(17) are also the same as those for the ideal Fermi gas; they are given by the following scaling transformations [26,28]:
\[ \rho(x, t) = \rho_0(x/\lambda(t))/\lambda(t), \]
\[ v(x, t) = \lambda \dot{\lambda}(t)/\lambda(t), \]
\[ T(t) = T_0/\lambda^2(t). \]
Here, \( \rho(x, t = 0) = \rho_0(x) \) is the initial density profile and \( T_0 \) is the initial temperature of the gas [38], whereas \( \lambda(t) \) is a scaling parameter which satisfies the same Ermakov-Pinney equation (11) as in the exact many-body treatment [26,28]. Therefore, under sinusoidal modulation of \( \omega(t) \) as in Eq. (21) below, one can use the mapping to Mathieu’s equation and the same solutions for the scaling parameter \( \lambda(t) \) that follow from them. Accordingly, the stability properties of these solutions (see Sec. IV B) have the same implications on the hydrodynamics of the TG gas as in the exact many-body treatment, implying that the ensuing stability diagram and the structure of parametric resonances of the TG in a frequency-modulated harmonic trap can be reproduced exactly from the hydrodynamic approach.

Specific examples of calculations of the dynamics of the TG gas that follow from the hydrodynamic approach will be presented in Sec. VI. These calculations are carried out as in [26,28] and include the dynamics of the momentum distribution of the gas. The latter does not trivially follow from the above solutions for the real-space density distribution. Despite this, the momentum distribution of the gas can be constructed from the solutions for the density distribution, owing to the local density approximation that is intrinsic to the hydrodynamic approach. For ease of reference we outline this construction in Appendix A.

III. MAPPING TO MATHIEU’S EQUATION FOR SINUSOIDAL MODULATION

From here on we focus on the dynamics of the harmonically trapped TG gas in response to a sinusoidal modulation of the trap frequency:
\[ \omega^2(t) = \omega_0^2 [1 - \alpha \sin(\Omega t)]. \]
Here, \( \omega_0 \) is the trap frequency in the preparation stage of the initial \( t \leq 0 \) thermal equilibrium state, whereas \( \Omega \) and \( \alpha \) \((0 \leq \alpha \leq 1)\), which define the parameter space of the
problem, characterize the frequency and amplitude of subsequent modulation of \(\omega(t)\) after time \(t > 0\).

Using \(\omega^2(t)\) given by Eq. (21), along with the change of variable \(\Omega t = \pi/2 - 2\tau\), one can show that the homogeneous differential equation (13) takes the canonical form of Mathieu’s equation [23] for the function \(z(\tau) = \lambda[(\pi/2 - 2\tau)/\Omega]:\)

\[
\ddot{z}(\tau) + [a - 2g \cos(2\tau)]z(\tau) = 0,
\]  
which is parametrized in terms of

\[
a = \left(\frac{2\omega_0}{\Omega}\right)^2 \text{ and } q = \frac{2\omega_0^2 \alpha}{\Omega^2}.
\]  

The two independent solutions of Mathieu’s equation are given by the even and odd Mathieu functions denoted, respectively, by \(C(a, q, \tau)\) and \(S(a, q, \tau)\), and therefore the two independent solutions to the homogeneous Ermakov-Pinney equation can be written as

\[
\lambda_1(t) = C\left(\frac{4\omega_0^2}{\Omega^2}, \frac{2\omega_0^2 \alpha}{\Omega^2}, \frac{\pi}{4} - \frac{\Omega t}{2}\right),
\]  

\[
\lambda_2(t) = S\left(\frac{4\omega_0^2}{\Omega^2}, \frac{2\omega_0^2 \alpha}{\Omega^2}, \frac{\pi}{4} - \frac{\Omega t}{2}\right).
\]  

By combining these two solutions and solving the constraint equations for the coefficients \(A, B,\) and \(\dot{C}\) in Eq. (14), the general solution to the Ermakov-Pinney equation can be written as

\[
\lambda(t) = \frac{1}{|W|}\{\dot{C}(0)[\dot{\lambda}_2(0)\lambda_1(t) - \lambda_1(0)\dot{\lambda}_2(t)]^2 + [\dot{\lambda}_2(0)\lambda_1(t) - \lambda_1(0)\dot{\lambda}_2(t)]^2\}^{1/2},
\]  

where \(W\) is the Wronskian of the two independent solutions of a differential equation cannot be equal to zero the function \(\lambda(t)\) is well defined.

We mention here that physically a slightly different modulation scenario to Eq. (21) is to use cosine modulation of the form

\[
\omega^2(t) = \omega_0^2[1 + \alpha \cos(\Omega t)].
\]  

In this case, the modulation of frequency begins slowly and without discontinuity in the derivative (i.e., with a zero slope in the time derivative, whereas in the former case of sine modulation the modulation begins abruptly). Nevertheless, the case of cosine modulation can still be solved using the solutions we present in this paper for sine modulation; however, one must be careful in making the appropriate variable transformations. Specifically, the solutions for cosine modulation can be obtained from the solutions (24) and (25) by a simple time translation \(t \rightarrow t - \pi/2\Omega\) and setting \(q \rightarrow -q\), where \(q\) is defined in Eq. (23).

IV. SOLUTIONS TO MATHEIU’S EQUATION

In what follows, we discuss the explicit form of the Mathieu functions, the method of calculating them, and their stability properties in the \((a, q)\) parameter space, which ultimately determine the physical properties of the periodically modulated TG gas. We consider the frequency modulation given by Eq. (21) and restrict ourselves to the case of \(q > 0\), or equivalently \(\alpha > 0\) [from Eq. (23)], with the recognition that the transformation \(\tau \rightarrow \tau + \pi/2\) simply changes the sign of \(q\) in Eq. (22). Therefore the case \(q < 0\) \((\alpha < 0)\) can be treated by simply translating the time \(t \rightarrow t + \pi/2\Omega\) in the solutions for \(q > 0\) [i.e., take \(t \rightarrow t + \pi/2\Omega\) with \(q > 0\) in Eqs. (24) and (25) and propagate these solutions through Eq. (26) to obtain \(\lambda(t)\) for the equivalent \(q < 0\) case].

A. Construction of the two independent solutions to Mathieu’s equation

The differential equation (22) represents the motion of a classical particle in a \(\pi\)-periodic potential, and therefore from Floquet’s theorem we have that a first fundamental solution can be written in the form

\[
z_1(t) = e^{i\nu t} f(t),
\]  

where \(\nu\) is the Floquet exponent (also referred to as the Mathieu characteristic exponent), which depends on the parameters \(a\) and \(q\), and \(f(t)\) is a periodic function with period \(\pi\), i.e., \(f(t + \pi) = f(t)\). By virtue of its \(\pi\) periodicity, the function \(f\) can be represented using the Fourier expansion:

\[
f(t) = \sum_{n=-\infty}^{\infty} c_n e^{i\nu nt},
\]  

where \(c_n\) are the expansion coefficients.

Inserting this form of \(f(t)\) into Mathieu’s equation (22) one obtains a system of linear equations for the coefficients \(c_n\), which can be written in matrix form. The condition of having a nontrivial solution to this set of equations results in a matrix determinantal equation involving the Floquet exponent \(\nu\) (see Appendix B for details). For given values of \(a\) and \(q\) this equation can be solved to obtain \(\nu\). In particular, for \(a \neq 4j^2\) (where \(j\) is an integer) one finds that

\[
\nu = \frac{2}{\pi} \arcsin \left[\sqrt{\Delta(0) \sin^2(\sqrt{a}\pi/2)}\right],
\]  

whereas for \(a = 4j^2\) \((j \in \mathbb{Z})\) one finds that

\[
\nu = \frac{1}{\pi} \arccos[2\Delta(1) - 1].
\]  

Here, \(\Delta(0)\) and \(\Delta(1)\) are numerical coefficients to be obtained from

\[
\Delta(\nu) \equiv \det \left(\delta_{nm} + \frac{(\delta_{n+1,m} + \delta_{n-1,m})q}{(2n + \nu)^2 - a}\right),
\]  

at \(\nu = 0\) and \(1\), respectively. In the above equation, the integer indices \(n\) and \(m\) in the infinite determinantr run from \(-\infty\) to \(\infty\), but in practice they must be truncated at a high absolute value that is sufficient for numerical convergence.

From the properties of the matrix determinant involving \(\nu\), one can further show (see Appendix B) that if \(\nu\) is a solution to the determinantal equation then \(\nu \pm 2n\) (with \(n\) being an integer) is also a solution. Therefore, from Eqs. (30) and (31) one can deduce that when the arguments of the inverse trigonometric functions lie within the interval \([-1, 1]\) (depending on the values of \(a\) and \(q\)) it is sufficient to only consider solutions for \(\nu\) in the interval \([0, 1]\). The cases
with \( \nu = 0 \) and 1 correspond, respectively, to even and odd integer values of the Floquet exponent. When, on the other hand, the arguments of the inverse trigonometric functions in (30) or (31) lie outside the interval \([-1, 1]\), then the Floquet exponent becomes complex, in which case it can either be a pure imaginary number \( \nu = i\eta \) or have the form \( \nu = 1 + i\eta \), with \( \eta < 0 \).

Once the Floquet exponent \( \nu \) is known from Eq. (30) or Eq. (31), one can solve the system of equations for the Fourier coefficients \( c_n \) (see Appendix C) and finally construct the first fundamental solution \( z_1(\tau) \), Eq. (28), in explicit form. For constructing the second fundamental solution, \( z_2(\tau) \), we note that Mathieu’s equation is unchanged by the time-reversal transformation \( \tau \rightarrow -\tau \). This means that

\[
    z_2(\tau) = z_1(-\tau) = e^{-i\nu \tau} f(-\tau)
\]

is also an independent solution of Mathieu’s equation (22), provided that the Floquet exponent is either complex or real but not an integer. Therefore, the function \( z_2(\tau) \) given by Eq. (33) can be taken as the second independent solution of Mathieu’s equation, in these cases.

When \( \nu \) is an integer (we recall that the only two integer values of \( \nu \) that we need to consider are \( \nu = 0 \) and 1), the first fundamental solution \( z_1(\tau) \) becomes \( \pi \) or \( 2\pi \) periodic (according to the parity of \( \nu \)), and by Ince’s theorem [24] the second linearly independent solution cannot have a period of either \( \pi \) or \( 2\pi \). This means that \( z_2(\tau) \), defined by Eq. (33), no longer constitutes an independent solution of Mathieu’s equation (22) as it becomes simply proportional to \( z_1(\tau) \). Instead, the second independent solution in this case is given by \( z_2(\tau) = \beta \tau z_1(\tau) + g(\tau) \) [24,39], where \( \beta \) is a constant and the function \( g(\tau) \) has the same periodicity as \( z_1(\tau) \). An explicit expression for \( z_2(\tau) \) in terms of a series of products of Bessel functions is given in Appendix C.

In conclusion, except for the special case when \( \nu = 0 \) or 1, the two independent solutions \( z_1(\tau) \) and \( z_2(\tau) \) can always be combined to form the even and odd solutions of Mathieu’s equation,

\[
    C(a, q, \tau) = \frac{z_1(\tau) + z_2(\tau)}{2z_1(0)}, \quad S(a, q, \tau) = \frac{z_1(\tau) - z_2(\tau)}{2z_1(0)},
\]

such that \( C(a, q, 0) = 1 \) and \( \dot{C}(a, q, 0) = 0 \), whereas \( S(a, q, 0) = 0 \) and \( \dot{S}(a, q, 0) = 1 \). Note that the normalization used here is quite arbitrary and has no consequences in the construction of the scaling function \( \lambda(t) \) as the normalization constants are absorbed by the coefficients \( A, B, \) and \( C \) in Eq. (14).

**B. Stability of solutions to Mathieu’s equation**

The long-time asymptotic behavior of the scaling function \( \lambda(t) \), and hence the behavior of physical observables such as the density and momentum distributions of the trapped TG gas, are in direct bijection with the stability properties of the solutions to Mathieu’s equation. As such, to characterize the long-time dynamical behavior of the harmonically trapped TG gas, one needs only to examine the stability properties of these solutions. The solutions are said to be stable if they remain bounded when \( \tau \rightarrow \infty \), and they are unstable if they tend to \( \pm \infty \) when \( \tau \rightarrow \infty \). From Eqs. (28) and (33), we can see that stable solutions correspond to \( \nu \) being real, whereas unstable ones correspond to \( \nu \) being complex. In addition to their stability, the solutions can be classified according to their periodicity: when \( \nu = p/r \) is a rational fraction less than unity, with \( p \) and \( r \) being mutually prime integers, the solutions have a period of \( 2\pi r \), and when \( \nu \) is an irrational number the solutions have no specific periodicity.

In Figs. 1(a) and 1(b) we show the density plots of, respectively, the real and imaginary parts of the Floquet exponent \( \nu \) in the \((a, q)\) plane. The dashed lines separate the regions in which the solutions to Mathieu’s equation are stable [color-mapped regions in (a), or equivalently black regions in (b)] and unstable [black and white regions in (a), or the color-mapped regions in (b)]; see text for details.

![FIG. 1. Real (a) and imaginary (b) parts of the Floquet exponent \( \nu \) in the \((a, q)\) plane. The dashed lines separate the regions in which the solutions to Mathieu’s equation are stable [color-mapped regions in (a), or equivalently black regions in (b)] and unstable [black and white regions in (a), or the color-mapped regions in (b)]; see text for details.](image-url)
solution \( z_1(\tau) \) is \(\pi\) periodic, whereas on the odd band the fundamental solution has period \(2\pi\). We recall that, for \(v = 0\) or 1, only the fundamental solution \( z_1(\tau) \) has a period of \(\pi\) or \(2\pi\), whereas the second independent solution is not periodic and is given by a series involving products of Bessel functions (see Appendix C).

The parameter space between the different bands corresponding to unstable solutions is shown in Fig. 1(a) by black (where \(\text{Re} \ v = 0\)) and white (where \(\text{Re} \ v = 1\)) regions. On the other hand, the parameter space corresponding to stable solutions is shown by the color-mapped regions, located in \(a_n(q) < a(q) < b_{n+1}(q)\) (with \(n = 0, 1, 2, \ldots\) and \(a_0 < 0\)). The Floquet exponent is real in these regions, with \(0 < v < 1\), and the solutions to Mathieu’s equation are given by (28) and (33). The Fourier expansion coefficients in Eq. (29) are also real in these regions, and lead to real-valued solutions.

Respectively, in Fig. 1(b), the black regions, where \(\text{Im} \ v = 0\), correspond to stable solutions, whereas the color-mapped regions correspond to unstable solutions. In the unstable regions, the Floquet exponent is either pure imaginary \(v = i\eta\), with \(\eta > 0\), which is the case in the regions \(b_{2n}(q) < a(q) < a_{2n}(q)\) [where \(\text{Re} \ v = 0\) in Fig. 1(a)], or it is given by \(v = 1 + i\eta\), with \(\eta < 0\), which is the case in the regions \(b_{2n+1}(q) < a(q) < a_{2n+1}(q)\) [where \(\text{Re} \ v = 1\) in Fig. 1(a)]. In these unstable regions, the Fourier expansion coefficients are generally complex, which ultimately leads to complex solutions of Mathieu’s equation. In practice, however, it is simpler to work with real valued solutions, and in Appendix C we show how one can use the symmetry of the Fourier expansion coefficients in order to absorb their complex phase factor in the definition of the first and second fundamental solutions, after which these solutions become real valued.

Discarding the actual values of the Floquet exponent in the \((a, q)\) parameter space and concentrating merely on whether \(v\) is real or complex leads to the familiar stability diagram (see, e.g., [24]) of solutions to Mathieu’s equation, which is shown in Fig. 2 in the positive quadrant of the \((a, q)\) plane.

FIG. 2. Stability diagram of solutions to Mathieu’s equation in the \((a, q)\) parameter space. The gray regions correspond to stable solutions, whereas the white regions correspond to unstable solutions. The red shaded region where \(a < 2q\) corresponds to physically unattainable parameter space, which follows from the restriction \(0 \leq a \leq 1\) on the modulation amplitude in Eq. (21) and from the fact that the pair \((a, q)\) are not independent, but are related by Eq. (36) (see text).

specified, and gives the stability of the solution to Mathieu’s equation through the Floquet exponent \(v(a, q)\). However, from an experimental point of view it is more practical to fix, for instance, the modulation amplitude \(a\) and search for modulation frequencies \(\Omega\) (or values of \(a\)) that lead to the desired stable or unstable dynamics. It is therefore more convenient to work in the \((a, \alpha)\) parameters space, rather than in the \((a, q)\) space.

Using \((a, \alpha)\) as our parameters, we can now map the stability diagram of Fig. 2 to the parameter space of \((a, \alpha)\) by first fixing the amplitude \(a\), or equivalently the slope \(2/\alpha\) of any straight line \(a = (2/\alpha)q\) in Fig. 2, and then following the trace of this line through stable and unstable regions. The intersections of this line with consecutive characteristic lines \(a_n(q)\) and \(b_{n+1}(q)\), where \(n = 0, 1, 2, \ldots\), define a set of values of \(q\) and hence \(a\) in between which the solution is stable. In this way, we can arrive at the new stability diagram in the \((a, \alpha)\) parameter space shown in Fig. 3, which is equivalent to the physically attainable part of the diagram of Fig. 2.

**Parametric resonances**

The stability diagram of Fig. 3 can also be read in terms of an experimental scenario in which one fixes the modulation frequency \(\Omega\) (or the parameter \(a\)) and then searches for the modulation amplitude \(\alpha\) for stable or unstable dynamics. This corresponds to following a straight horizontal line at a fixed value of \(a\) in Fig. 3; the values of \(a\) for which such a line remains in the white (gray) region give the range of modulation amplitudes for which the dynamics are unstable (stable). Examples of such lines, corresponding to driving frequencies \(\Omega\) which are equal to fractions of \(2\omega_0\),

\[
\Omega_j = 2\omega_0/j, \quad (37)
\]

are shown in Fig. 3(a) for \(j = 1, 2, \ldots, 5\).
These special values of frequencies are the same as in the phenomenon of parametric resonance, well known in the problem of a classical oscillator subject to (an externally driven) time variation of the parameters [40], as well as in the problem of a (single-particle) quantum oscillator with time-varying frequency [36]. In these systems, as well as in the present many-body problem of the TG gas, the oscillatory response of the system can be resonantly amplified (and is hence unstable) at certain driving frequencies.

The primary parametric resonance corresponds to \( a = 1 \), or to \( j = 1 \) in \( \Omega_j = 2\omega_0/j \), which is the frequency of the natural breathing mode oscillations [26] of the TG gas. It occurs for arbitrary values of the modulation amplitude \( \alpha \) as indicated by the fact that the respective horizontal line in Fig. 3(a) remains in the white (unstable) region for all \( 0 < \alpha \leq 1 \). The second resonance, corresponding to \( a = 4 \) (or \( j = 2 \)), displays a similar behavior.

In contrast, for \( j \geq 3 \) the lines of fixed \( a = j^2 \) (or \( a = 9, 16, 25, ... \)) start (for \( \alpha > 0 \)) in the gray (stable) regions. This is because the lower boundaries of the unstable regions (dashed lines in Fig. 3) corresponding to \( j \geq 3 \) all have positive curvature at small \( \alpha \) and remain above the respective values of \( a = 9, 16, 25, ... \) for all \( \alpha \). As such, the resonant enhancement (i.e., unstable behavior) occurs at values of \( a \) that are shifted upwards relative to \( a = 9, 16, 25, ... \) (in terms of frequencies, \( \Omega \) is shifted downward relative to the exact fractional values of \( \Omega_j = 2\omega_0/j \)). We note that this upward shift, as well as the width of unstable regions, increases with \( j \); in fact, for relatively small modulation amplitudes, the width of the resonance region \( \Delta a_j \) scales as \( \Delta a_j \approx \frac{\bar{\omega}_j}{\alpha(N_j - 1)} \) [41]. Moreover, for large enough \( j \) (namely, \( j \geq 8 \)) it is possible for the upper bound of the unstable region to cross the next resonant line of constant \( a = 64, 81, ... \); in other words, it becomes possible for the horizontal line of fixed \( a = 64, 81, ... \) to reenter the white (unstable) region of the previous (lower \( j \)) resonance as \( \alpha \) is increased from 0 to 1.

The structure of resonances of the parametrically driven TG gas has been previously discussed in [20]; however, the exact boundaries of stable and unstable regions, as obtained here in Fig. 3 from the stability properties of Mathieu’s equation, have not been identified to the best of our knowledge.

VI. EVOLUTION OF THE DENSITY AND MOMENTUM DISTRIBUTIONS

We first reiterate that the long-time dynamical behavior of the trapped TG gas can be determined through the stability diagram presented in Fig. 3. For analyzing the transient behavior, however, one needs to resort to explicit time-dependent calculations of the dynamics. Such calculations provide insight on how the choice of modulation parameters, as well as the finite temperature of the gas, can affect dynamical features at short to intermediate times. In what follows, we thus examine both the real-space density and momentum distributions of the gas and present two typical examples which exemplify common behaviors in both the stable and unstable regions of the parameter space, using both the exact many-body approach and the hydrodynamic approach outlined in Sec. II. We also show how finite-temperature effects alter the behavior of the gas in these two examples.

A. Unstable dynamics

In Fig. 4 we show the evolution of the scaling function \( \lambda(t) \) for modulation parameters \( (a, \alpha) = (1, 0.6) \). The choice \( (a, \alpha) = (1, 0.6) \) lies on the primary parametric resonance, corresponding to \( j = 1 \) in Eq. (37) and hence the driving frequency of \( \Omega = 2\omega_0 \), and therefore the dynamics are unstable. Accordingly, the sequence of the peaks in the scaling solution \( \lambda(t) \) grows exponentially (on a long-time scale), whereas the oscillations that accompany the exponential growth are due to the natural breathing mode behavior [26].

Figure 5 shows the resulting dynamics of a finite-temperature TG gas containing \( N = 16 \) particles at a relatively low initial temperature \( T_0 \). The temperature is parameterized in terms of the dimensionless parameter \( \theta_0 = k_B T_0/N \omega_0 \),
FIG. 5. Dynamics of a TG gas containing $N = 16$ particles, for $(a, \alpha) = (1, 0.6)$ and an initial dimensionless temperature of $\theta_0 = k_B T_0/N\hbar \omega_0 = 0.01$. The dimensionless density $\rho(x,t)/l_{HO}$ and momentum distributions $n(k,t)/l_{HO}$ (where $l_{HO} = \sqrt{\hbar/m \omega_0}$ is the harmonic oscillator length) computed using the exact quantum model are shown, respectively, in (a) and (b), whereas the same quantities computed using the hydrodynamic approach are shown in (c) and (d). The dimensionless half width at half maximum (HWHM) of the density distribution, $w_x(t)/l_{HO}$, as predicted by both theories is shown in (e); similarly, the dimensionless HWHM of the momentum distribution, $w_k(t)/l_{HO}$, is shown in (f). Instances of the many-body bounce are shown in (f) with arrows. The color scale for the full height of the distributions $\rho(x,t)$ and $n(k,t)$ is cropped at some point to allow details of the width of these distributions to be seen more clearly.

where $N\hbar \omega_0/k_B$ is the temperature of quantum degeneracy. We show the evolution of the particle number density $\rho(x,t)$, the momentum distribution $n(k,t)$, and the respective widths of the gas determined from both the exact quantum theory and the hydrodynamic approach. According to Eq. (12), the magnitude of the density $\rho(x,t)$ depends inversely on $\lambda(t)$. Thus, the sequential minima of $\rho(0,t)$, when the density profiles are the broadest, diminish as $\lambda(t)$ grows, whereas the respective peak widths (when the density profile is the narrowest) grow in proportion to $\lambda(t)$. The behavior of the momentum distribution $n(k,t)$ is reciprocal to that of the real-space density. However, the sequence of narrow and broad distributions is interrupted by an additional narrowing of the momentum distribution at time instances when the density distribution is also narrow. This is a manifestation of the phenomenon of quantum many-body bounce, studied for the breathing mode oscillations of the Tonk-Girardeau gas in [26], which in turn is similar to the phenomenon of frequency doubling in the weakly interacting 1D quasicondensate [27,28].

We note that, for the lower-temperature dynamics which we present in Fig. 5, the hydrodynamic theory predicts very well the features obtained from the exact theory. In Fig. 6, we present the dynamics resulting from the same modulation parameters as in Fig. 5, but for a gas at a higher initial temperature of $\theta_0 = 0.5$. As can be seen from the width of the momentum distribution, the higher-temperature example displays thermal broadening. The thermal broadening,
however, is apparent only for a short amount of time, and eventually it is overwhelmed by the large-scale dynamical broadening resulting from the unstable nature of the scaling parameter $\lambda(t)$. Accordingly, most of the dynamical features remain largely unaltered by the temperature of the gas at longer times. However, the thermal broadening does significantly affect the many-body bounce [26], which is far less pronounced at high temperature compared to the low-temperature case. 

Within the hydrodynamic theory, which is derived here for temperatures lower than the temperature of quantum degeneracy (so that the density profile is well approximated by an inverted semicircle), the real-space density does not depend on temperature. As such, the density profile cannot capture any alterations from thermal effects. On the other hand, the momentum distribution in the hydrodynamic theory is explicitly dependent on temperature through the width of the Lorentzian distribution (see Appendix A). In our higher-temperature example, this is evident in the overall broadening of the momentum distribution, which is in agreement with the exact theory. The hydrodynamic theory also accurately captures the blurring effect of the increased temperature on the momentum distribution at the inner turning points where the many-body bounce occurs, even though the quantitative agreement with the exact theory is poorer in the immediate vicinity of these inner turning points [26].

**B. Stable dynamics**

In Fig. 7 we show the evolution of the scaling function $\lambda(t)$, for modulation parameters $a = 16$ (or $\Omega = \omega_0/2$) and $\alpha = 0.8$. This parameter choice corresponds to stable or bounded dynamics, which generally can be periodic or aperiodic. More specifically, the Floquet exponent in this example is $v \approx 0.1991$, for which the solution is aperiodic. However, this value of $v$ is close to $v = 1/5$, which results in strictly periodic dynamics (with a period of $10\pi$, following from the periodicity conditions given in Sec. IV B); accordingly, the example under consideration is nearly periodic and hence we only show the behavior of $\lambda(t)$ within $\Omega t \in [0, 10\pi]$. 

The high-frequency oscillations in $\lambda(t)$ within this period are a result of beating arising from the contribution of only a few most significant Fourier coefficients in the expansion of Eq. (29). As $\rho(x, t) = \rho(x, 0)/\lambda(t)$, the same high-frequency oscillations show up in the dynamics of the density profile and its width shown in Fig. 8. In contrast, the dynamics of the momentum distribution and its width show oscillations that occur at approximately twice the frequency of oscillations of the density profile due to the phenomenon of quantum many-body bounce. The thermal broadening effect in the higher-temperature example in Fig. 8 is qualitatively the same as in the example of unstable dynamics (Sec. VIA) and is more clearly seen in the width of the momentum distribution of the gas. Similarly, the comparison between the hydrodynamic and exact theories is qualitatively the same as before, and we restrict ourselves to showing the hydrodynamic results only for the widths of the density and momentum distributions [dashed lines in Figs. 8(b), 8(d), 8(f), and 8(h)].
and designing periodic cycles suitable for quantum many-body heat engines.

In view of applicability of our results to realistic physical systems, we note that the TG model corresponds to the limit of a trapped 1D Bose gas, or the Lieb-Liniger model [32], with a two-body contact interaction potential, \( \delta (x - x') \), in which the 1D coupling strength \( g \to \infty \). The relevant dimensionless interaction parameter in the Lieb-Liniger model is \( \gamma (x) = mg/\hbar^2 \rho (x) \), where \( \rho (x) \) is the local 1D density [42]. In the TG limit, this local dimensionless interaction parameter must tend to infinity at all \( x \). Physically realizable strongly interacting 1D Bose gases are characterized, however, by a very large \( \gamma (x) \gg 1 \) but finite interaction strength \([2–6]\). Accordingly, the results following from the strictly TG model serve only as a good approximation for such strongly interacting gases. Moreover, in the unstable regime of modulation, where the peaks of the density \( \rho (x, t) \) grow exponentially with time, the dimensionless local interaction strength \( \gamma (x, t) \) can become of the order of, or much smaller than, unity. In this regime, the TG model will become inapplicable altogether at sufficiently long times.
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**APPENDIX A: FINITE-TEMPERATURE HYDRODYNAMICS**

For specific dynamical calculations using the scaling solutions to the hydrodynamic equations, the initial density profile in Eq. (18) can be approximated by the Thomas-Fermi (TF) semicircle [26],

\[
\rho_0(x) = \rho_0(0) \sqrt{1 - \frac{x^2}{R_{TF}^2}},
\]

which is valid when the thermal energy scale is much less than the kinetic-energy scale, i.e., when \( k_B T_0 \ll \hbar^2 \rho_0(0)^2/m \). Here, \( R_{TF} = 2N/\pi \rho_0(0) = \sqrt{2Nl_{HO}} \) is the TF size of the cloud, with harmonic oscillator length \( l_{HO} = \sqrt{\hbar/m\omega_0} \). Hence, Eq. (A1) together with Eq. (18) provides the low-temperature solution for the density profile of the TG gas within the hydrodynamic theory.

The momentum distribution of the TG gas is somewhat more involved to obtain. One first employs the local-density approximation and defines \( \tilde{n}(k; \rho, T) \) to be the equilibrium momentum distribution of a uniform TG gas of density \( \rho \) at temperature \( T \), normalized to \( \rho \) [i.e., \( \int d\mathbf{k} \tilde{n}(k; \rho, T) = \rho \)]. In this approach, the momentum distribution of each uniform slice of gas can be added together to obtain the full momentum distribution for the trapped TG gas:

\[
\tilde{n}(k, t) = \int dx \tilde{n}[k - m\mathbf{v}(x, t)/\hbar; \rho(x, t), T(t)].
\]

Next, one models the momentum distribution of a uniform TG gas using a Lorentzian \( \tilde{n}(k; \rho, T) = (2\rho_0/\pi) [(1 + (2xk)^2)]^{-1} \) [26,28], where \( \rho_0(x, t) = \hbar^2 \rho(x, t)/m_k B T(t) \) is the phase coherence length of the gas. Although this model is only valid for small momenta and low temperatures \( (|\mathbf{k}| \ll 1/l_0 \ll \rho) \), it captures well the bulk of \( \tilde{n} \) and provides the dominant contribution to the bulk of \( n(k, t) \). Using this Lorentzian approximation for \( \tilde{n}(k; \rho, T) \), the full momentum distribution of the TG gas is given by [28]

\[
n(k, t) = \frac{1}{\pi} \int dx \frac{2\rho_0(x, t) \rho(x, t)}{1 + 4[l_0(x, t)]^2 |k - m\mathbf{v}(x, t)/\hbar|^2}.
\]

Defining the initial phase coherence length in the trap center to be \( l_0^{(0)} = \hbar^2 \rho_0(0)/m_k B T(0) \) and applying the transformation \( u = x/\lambda R_{TF} \) allows the momentum distribution to be written in dimensionless form as [28]

\[
\frac{n(k, t)}{Nl_0^{(0)}} = \frac{4\Lambda}{\pi^2} \int_1^\infty du \frac{(1 - u^2)}{1 + 4\Lambda^2 (1 - u^2) (\tilde{k} - 2\pi \omega_0^2 \tau u)^2},
\]

where \( \tilde{k} = kl_0^{(0)} \) and \( \tilde{T}_0 = T_0/T_d \), with \( T_d = \hbar^2 \rho_0(0)^2/2m_k B \) being the initial temperature of quantum degeneracy of a uniform 1D gas at density \( \rho_0(0) \). In addition, \( \lambda (t) \equiv \lambda (t/\Omega) \), where \( \tau = \Omega t \) is the dimensionless time so that \( \tilde{k} = d\tilde{k}/d\tau = \lambda(t)/\Omega \) [26].

For the purpose of performing numerical calculations, one can use the relations \( l_0^{(0)} = \hbar^2 \rho_0(0)/m_k B T(0) = \)

\[
043602-10
\]
The only singularities of \( \Delta \) are simple poles located at \( \nu_n = \pm \sqrt{a} - 2n \), with \( n \in \mathbb{Z} \). The function

\[
\xi(\nu) = \frac{1}{\cos(v\pi) - \cos(\sqrt{a}\pi)}
\]

presents all the above-mentioned properties, and by Liouville’s theorem there exists a constant \( \beta \) such that \( \Delta(v) - \beta \xi(v) \) is also a constant \([24,39]\). A closed-form expression for \( \nu \) can now be obtained by determining this constant, as well as \( \beta \) by extension. These two constants will provide an equation for \( \Delta(v) \) which can be set equal to zero and rearranged to obtain an expression for \( \nu \).

Since \( \Delta(v) - \beta \xi(v) \) is a constant, it can be evaluated at any \( \nu \). Taking the limit \( iv \to \infty \), we see that \( \Delta(iv \to \infty) = 1 \), as all the off-diagonal elements \( \zeta_n \) of the matrix in \((B6)\) tend to zero in this limit, whereas the diagonal elements are equal to 1, and \( \xi(iv \to \infty) = 0 \). Consequently,

\[
\Delta(v) - \beta \xi(v) = 1
\]

and hence the constant \( \beta \) is given by \( \beta = (\Delta(v) - 1)/\xi(v) \).

In particular, \( \beta \) can be evaluated at \( \nu = 0 \), provided that \( a \neq 4j^2 \) (\( j \in \mathbb{Z} \)) as to avoid the matrix elements \( \zeta_n(0) \) becoming infinite for \( n = j \), which results in \( \beta = [1 - \cos(\sqrt{a}\pi)][\Delta(0) - 1] \). Substituting this into Eq. \((B8)\) gives an explicit expression for the determinant:

\[
\Delta(v) = \frac{\Delta(0) \sin^2(\sqrt{\alpha} \pi/2) - \sin^2(v\pi/2)}{\sin^2(\sqrt{\alpha} \pi/2) - \sin^2(v\pi/2)} , \quad a \neq 4j^2.
\]

In this expression, \( \Delta(0) \) is the determinant \((B6)\) with the off-diagonal elements given by \( \zeta_n(0) = q/(4n^2 - a) \). Setting \( \Delta(v) = 0 \) (to obtain a nontrivial solution for the Floquet exponent) and rearranging for \( \nu \) results in the following closed expression for the Floquet exponent:

\[
v = \frac{2}{\pi} \arcsin \left[ \sqrt{\Delta(0) \sin^2(\sqrt{\alpha} \pi/2)} \right] , \quad a \neq 4j^2.
\]

Similarly, by evaluating \( \beta \) at \( \nu = 1 \), it can be shown that, when \( a = 4j^2 \),

\[
v = \frac{1}{\pi} \arccos[2\Delta(1) - 1] , \quad a = 4j^2.
\]

Here, \( \Delta(1) \) is the determinant \((B6)\) with the off-diagonal elements given by \( \zeta_n(1) = q/[2(n + 1)^2 - a] \). In practice, one fixes the point in the parameter space \( (a, q) \) and then computes the Floquet exponent \( \nu \) using Eq. \((B10)\) or Eq. \((B11)\), which are the same equations as Eqs. \((30)\) and \((31)\) of the main text.
be complex and it is easy to see that in that case the Fourier coefficients \(B1\) are also complex and lead to complex fundamental solutions \(28\) and \(33\). In practice, it is easier to work with real representations of the fundamental solutions. From the properties of the Floquet exponent outlined in the previous section, one can deduce symmetries for the Fourier coefficients and simplify the expression for the fundamental solutions in the different regimes of the phase diagram \(1\) in order to get a real representation. In what follows, we derive the exact expressions used in the numerical calculation of the two fundamental solutions in the different regimes of stability.

1. Case when \(v\) is complex \((v = 1 - i\eta)\)

When \((a, q)\) lies in between \(b_{2n+1}(q)\) and \(a_{2n+1}(q)\), the Floquet exponent has the form \(v = 1 - i\eta\), which ultimately results in complex Fourier coefficients \(c_n\). Consequently, the fundamental solution \(28\) is not necessarily a real function. We can, however, use the properties of the Fourier coefficients to get a real solution. For that purpose, let us insert the form of the Floquet exponent \(v = 1 - i\eta\) into the recurrence relation \(B1\). Setting \(n \rightarrow -(n + 1)\) and taking the complex conjugate of the resulting recurrence equation shows that the coefficients \(c^*_{n-1}\) satisfy the same recurrence relation as the coefficients \(c_n\). This means that they must be proportional to each other, i.e., \(c^*_{n-1} = (c^*_{-1}/c_0) c_n\), where the proportionality constant is found by taking \(n = 0\) and that they must have the same complex amplitude, i.e., \(|c^*_{n-1}|^2 = |c_n|^2\). Hence, the proportionality constant is a pure phase factor \(c^*_{-1}/c_0 = \exp(-2i\theta)\), and we finally have

\[
c_n = e^{2i\theta} c^*_{-n-1}.
\]

Using this result in the Fourier expansion \(29\), we thus find that the fundamental solution \(28\) takes the form

\[
z_1(\tau) = 2e^{i\theta + \eta\tau} \sum_{n=0}^{\infty} \rho_n \cos((2n + 1)\tau + \phi_n - \theta),
\]

where we have used the polar representation of the Fourier coefficients \(c_n = \rho_n \exp(i\phi_n)\) and where \(2\theta = \phi_0 + \phi_{-1}\). The solution is complex due to the presence of the phase factor \(e^{i\theta}\). For real \(\tau\), however, it is possible to absorb the phase factor into the definition of the fundamental solution \(z_1 \rightarrow z_1 e^{-i\theta}\) (which remains a solution) in order to get a real solution:

\[
z_1(\tau) = 2e^{i\theta} \sum_{n=0}^{\infty} \rho_n \cos((2n + 1)\tau + \phi_n - \theta).
\]

The second fundamental solution in this region of the phase diagram is given by

\[
z_2(\tau) = 2e^{-i\theta} \sum_{n=0}^{\infty} \rho_n \cos((2n + 1)\tau - \phi_n + \theta).
\]

These two solutions are then combined according to \(34\) and \(35\) to obtain the even and odd solutions, respectively, of Mathieu’s equation.

2. Case when \(v\) is pure imaginary \((v = i\eta)\)

When \((a, q)\) lies between \(b_{2n}(q)\) and \(a_{2n}(q)\), the Floquet exponent is a pure imaginary number \(v = i\eta\) with \(\eta > 0\) and therefore the Fourier coefficients are complex in this case as well. By inserting the Floquet exponent into the recurrence relation \(B1\) and setting \(n \rightarrow -n\), along with the complex conjugate transformation, we deduce that the coefficients \(c^*_n\) are proportional to \(c_n\). More precisely, we obtain \(c_n = (c_0/c_0^*) c^*_n = \exp(2i\theta) c^*_n\) with \(\theta = \phi_0\). This property of the Fourier coefficients leads to the following form for the first fundamental solution:

\[
z_1(\tau) = e^{-i\theta} \left( \rho_0 + 2 \sum_{n=1}^{\infty} \rho_n \cos(2n\tau + \phi_n - \theta) \right)
\]

where, as before, we have absorbed the extra phase coefficient \(e^{i\theta}\) into the definition of the solution.

The second solution is obtained by making the substitution \(\tau \rightarrow -\tau\):

\[
z_2(\tau) = e^{i\theta} \left( \rho_0 + 2 \sum_{n=1}^{\infty} \rho_n \cos(2n\tau - \phi_n + \theta) \right).
\]

3. Case when \(v\) is real but not an integer \((v \in [0, 1])\)

When the pair \((a, q)\) lies in the stable region between \(a_n(q)\) and \(b_n+1(q)\), the Fourier coefficients are real and do not present any particular symmetry. The real valued even and odd solutions take the following form:

\[
C(a, q, \tau) = \sum_{n=-\infty}^{\infty} c_n \cos((2n + v)\tau),
\]

\[
S(a, q, \tau) = \sum_{n=-\infty}^{\infty} c_n \sin((2n + v)\tau),
\]

with \(0 < v < 1\). Notice that the second independent solution is obtained by replacing the cosine function by a sine function and that the normalization constant has been omitted in both representations.

4. Case when \(v\) is an integer \((v = 0, 1)\)

As discussed above, \(v = 0\) and \(1\) correspond to real integer values of the Floquet exponent and in this case only one solution can be periodic, in accordance with Ince’s theorem \([24]\). The second independent solution is constructed following a different scheme compared to the ones discussed previously. When \((a, q)\) lies exactly on a characteristic line (dashed magenta line in Fig. 1), i.e., \(a = a_n(q)\) or \(b_n(q)\), the Fourier coefficients are all real. The fundamental \(\pi\)- or \(2\pi\)-periodic solution is even on \(a_n\) and odd on \(b_n\).

a. On the characteristic lines of type \(a_n(q)\)

When \(a = a_{2n}(q)\), the \(\pi\)-periodic fundamental solution has the form

\[
C(a, q, \tau) = c_0 + 2 \sum_{n=1}^{\infty} c_n \cos(2n\tau),
\]
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which is proportional to the function commonly denoted in the literature as $ce^{2n}(\tau, q)$ [24]. The second fundamental nonperiodic solution is given by

\[
S(a, q, \tau) = c_0 \Im[J_0(\sqrt{q}e^{i\tau})]I_0(\sqrt{q}e^{-i\tau})] + 2 \sum_{n=1}^{\infty} (-1)^n c_n \Im[J_n(\sqrt{q}e^{i\tau})]Y_n(\sqrt{q}e^{-i\tau})],
\]

(C10)

where $J_n$ and $Y_n$ are the Bessel functions of the first and second kind, respectively. This function is commonly denoted as $f e^{2n}(\tau, q)$ in the literature [24].

When $a = a_{2n+1}(q)$, the first fundamental solution has period $2\pi$ and can be written as

\[
C(a, q, \tau) = \sum_{n=0}^{\infty} c_n \cos[(2n + 1)\tau],
\]

(C11)

whereas the second solution takes the form

\[
S(a, q, \tau) = \sum_{n=0}^{\infty} (-1)^n c_n \Im[J_n(\sqrt{q}e^{i\tau})]Y_n(\sqrt{q}e^{-i\tau}) + J_{n+1}(\sqrt{q}e^{i\tau})Y_n(\sqrt{q}e^{-i\tau})].
\]

(C12)

In the literature, one can find the notation $ce^{2n+1}(\tau, q)$ and $f e^{2n+1}(\tau, q)$ for these two solutions, respectively.

b. On the characteristic lines of type $b_n(q)$

When $a = b_{2n+1}$, the fundamental solution is odd and one has

\[
S(a, q, \tau) = \sum_{n=0}^{\infty} c_n \sin[(2n + 1)\tau],
\]

(C13)

which is proportional to the commonly known function $s e^{2n+1}(\tau, q)$ [24]. The second solution has the form

\[
C(a, q, \tau) = \sum_{n=0}^{\infty} (-1)^n c_n \Re[J_n(\sqrt{q}e^{i\tau})]Y_{n+1}(\sqrt{q}e^{-i\tau}) - J_{n+1}(\sqrt{q}e^{i\tau})Y_n(\sqrt{q}e^{-i\tau})].
\]

(C14)

Finally, when $a = b_{2n+2}$ the solutions have the form

\[
S(a, q, \tau) = \sum_{n=0}^{\infty} c_{n+1} \sin[(2n + 2)\tau]
\]

(C15) and

\[
C(a, q, \tau) = \sum_{n=0}^{\infty} (-1)^n c_{n+1} \Re[J_n(\sqrt{q}e^{i\tau})]Y_{n+2}(\sqrt{q}e^{-i\tau}) - J_{n+2}(\sqrt{q}e^{i\tau})Y_n(\sqrt{q}e^{-i\tau}).
\]

(C16)

[38] We note that the scaling solution for the temperature is obtained from the equation for $s$ using dimensional analysis rather than an explicit analytic knowledge of the equation of state for the entropy. Here, one exploits the fact that $s/k_B$, which must be a dimensionless function, can only depend on a dimensionless ratio of the only two energy scales ($\hbar^2 \rho^2/m$ and $k_B T$) relevant to a uniform ideal gas at finite temperature $T$. These two energy scales themselves correspond to the only two relevant length scales—the mean interparticle separation $\rho^{-1}$ and the thermal de Broglie wavelength $\Lambda_T = \sqrt{\frac{2\pi \hbar^2}{mk_B T}}$ (for further details, see [28]). The end result of such a dimensional analysis is that the hydrodynamic equation for the entropy is converted into an equation for the temperature, which has the scaling solution presented in the main text.