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We analyze an optical parametric oscillator (OPO) in which cascaded down-conversion occurs inside a cavity
resonant for all modes but the initial pump. Due to the resonant cascade design, the OPO presents two x ?-level
oscillation thresholds that are therefore much lower than for a x® OPO. This is promising for reaching the
regime of an effective third-order nonlinearity well above both thresholds. Such a x® cascaded device also has
potential applications in frequency conversion to far-infrared regimes. But, most importantly, it can generate novel
multipartite quantum correlations in the output radiation, which represent a step beyond squeezed or entangled
light. The output can be highly non-Gaussian and therefore not describable by any semiclassical model. In this
paper, we derive quantum stochastic equations in the positive-P representation and undertake an analysis of

steady-state and dynamical properties of this system.
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I. INTRODUCTION

Continuous-variable (CV) quantum information is an inter-
esting flavor of quantum information [1,2]. While easily imple-
mented by use of well-established quantum-optics techniques,
benefiting from large flow rates and broad spectral bandwidth,
it has long been based on coherent states and linear Bogoli-
ubov transformations (quadratic Hamiltonians) and therefore
restricted to positive Wigner functions of Gaussian character.
These states are not general enough for universal quantum-
information operations [3]. For instance, it has been shown that
quantum computation based solely on Gaussian CV states can
be efficiently simulated by a classical computer [4]. Also, CV
entanglement purification requires a Kerr-nonlinearity-based
quantum nondemolition measurement [5] or, in general, a
non-Gaussian state [6]. However, it has also been shown
that one-way quantum computing can be implemented using
Gaussian cluster-state entanglement combined with non-CV
(e.g., photon-counting) measurements [7].

Recently, successful “degaussification” experiments, using
homodyne detection conditioned on single-photon detection
[8—11], have successfully generated negative Wigner functions
from initial squeezed states. Here, we investigate a different
type of source, which can produce non-Gaussian light directly.
Theoretical studies of optical parametric oscillators (OPOs)
which are based on a single second-order optical nonlinearity
(x®) have shown non-Gaussian signatures to be rather scarce
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[12] except in the case of tripartite correlations between the
three fields [13]. An interesting approach is to use an optical
nonlinearity of, at least, third order. This has been theoretically
investigated [14—17]. In practice, a x® based OPO would have
the problems of requiring a very large and possibly prohibitive
input power threshold for downconversion, together with an
even higher threshold for the onset of nonclassical effects, such
as the formation of star states [14].

In this paper, we show how the use of a cavity-resonant cas-
cade of second-order nonlinearities can yield a low-threshold
OPO which possesses the effective behavior of a x® OPO in
certain regimes and is more accessible experimentally. Note
that related systems have been studied before, in the purely
classical case and for completely different purposes, such as
producing new tunable optical sources in the infrared [18]
or achieving optical phase locking in a 3:1 frequency ratio
for frequency metrology [19,20]. Parametric amplifiers and
oscillators have become a widely used, even standard, part of
the repertoire of laser physics and quantum optics [21]. Above
the classical threshold points, these devices are a useful tool
for frequency conversion. Below threshold, quantum effects
dominate, leading to squeezing and entanglement. These
devices that rely on nonresonant, nonlinear-optics interactions
have proved experimentally superior to other resonant or
near-resonant alternatives, due to the fact that absorption is
suppressed.
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There are other possible quantum effects available, as
well as direct down-conversion in the linear regime well
below threshold. For example, exploration of nonequilibrium
quantum criticality is possible near threshold. This results in
large critical fluctuations and phase transitions. The fluctu-
ations in this case become non-Gaussian, but the dominant
critical fluctuations have a rather classical character. Here,
we explore another path to such non-Gaussian behavior,
in which extremely nonclassical correlations are generated
through the presence of a second down-conversion crystal
placed inside the cavity. We show that this results in an intricate
pattern of additional phase transitions at the classical level, in
which there are two distinct threshold points. At the quantum
level, below the first threshold, there are very strong triple
correlations among the three down-converted modes, which
have no classical analog.

We emphasize here that, in order to access non-Gaussian
fluctuations, it is necessary to utilize an exact mapping between
stochastic and quantum variables, provided by the positive-P
representation [22]. Other methods, including linearization
and the truncated Wigner representation, include approxima-
tions that may be invalid in regimes where non-Gaussian
fluctuations are large. For this reason, the paper includes
a careful treatment of quantum stochastic methods and a
comparison of the +P and Wigner phase-space equations.

This paper is structured as follows. In Sec. II, we explain
the basic model and the theoretical phase-space techniques that
are used here. In Sec. III, we present an analytical study of the
system’s stationary solutions. In Sec. IV, we turn to a treatment
of stability properties and fluctuations in one particular type
of down-conversion scenario. In Sec. V, we give numerical
simulations of more general cases which can also yield regimes
of interest. These simulations demonstrate the stability regions,
in the same spirit as was achieved for the x® OPO [23]. We
give conclusions in Sec. VI.

II. ANALYTICAL TREATMENT

A. Cascaded parametric oscillator model

The model system for cascaded down-conversion consists
of two quadratically nonlinear elements with nonlinearities x;
and x» inside an optical cavity (see Fig. 1). The cavity supports
five resonant modes at frequencies w; (i = 0,1, ...,4). The
mode wy is the pump mode, driven by an external coherent
driving field at the same frequency wp. The cavity mode?

w; are described by creation and annihilation operators a;

and a; with commutation relations [d&; ,&;] = §;;. The first
nonlinear element converts the pump mode wy into the signal
and idler modes w; and w; by means of nondegenerate
parametric down-conversion, where wy = w; + w; (@) # ;).
The second nonlinear crystal supports down-conversion of the
mode w; into the second pair of signal and idler modes, w3 and
wy, where wy = w3 + ws. We will call the field a, at w, the
“intermediate pump.” The modes may decay via cavity losses
at the respective rates y;.

In the absence of the optical cavity, this interaction consti-
tutes a cascade of quantum systems in the sense investigated
by several authors before [24], where the second stage does
not feed back to the first stage. Here, the situation is different
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FIG. 1. (Color online) Schematic of the resonant cascaded down-
conversion system. A driving field, which is pumped at a frequency
wo with amplitude E,, enters a cavity that contains two x ® nonlinear
crystals. The first X?) crystal down-converts the original mode dg
into two modes @, and d, with frequencies w; and w,, respectively.
Then the second mode &, undergoes a further down-conversion, via
the Xéz) crystal, into the two modes a3 and a4 with frequencies w; and
w4, respectively.

precisely because of the cavity feedback, hence our use of
the term resonant cascade throughout the paper. Within this
frame, we will distinguish two situations: the first one is
the nondegenerate resonant cascade, for which the fields a,
as, and a4 are distinguishable (i.e., w; # w3 # wy, or having
different polarizations or wave-vector directions). In this case,
the only physical observable affected by both stages of the
cascade is the intermediate pump d,. This is the case that
will be investigated analytically, with additional simplifying
hypotheses, and numerically, without those hypotheses. The
second case is the degenerate resonant cascade, for which
the signal fields are indistinguishable: a; = d; = a4 (and
hence w; = w3 = wy). In that case the signal field and the
intermediate pump interact in both nonlinear media and the
dynamics are richer. That case will be explored by numerical
simulations. Obviously, intermediate situations do also exist,
e.g., ] = w3 # wy, but we will not consider them here.

B. Hamiltonian and equations of motion

The model Heisenberg-picture Hamiltonian for the system,
in the rotating-wave approximation, is given by

4
A =" nhodla; + ih(Ege ™™ a) — Ege™ ay)
i=0
+ifix(doalal — alaa) + ihxa(aralal — alasay)
4
Q2.1

Here, E( describes the complex amplitude of the driving field.
The coupling constants x; and x, are proportional to the
second-order susceptibilities of the two nonlinear elements,
respectively. We assume that they are positive, without loss
of generality, since phase factors can always be absorbed into
the definitions of the mode functions and their operators. The
operators I'; and f’j describe the coupling of each intracavity
mode to the reservoir of external modes. These give rise to the
losses of the cavity modes w; at rates y;.
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1. Master equation

In an interaction picture in which all operators are trans-
formed to rotating frames, i.e.,

aj(t)y =aje ", (2.2)

one can derive the following master equation for the system
density operator p [25]:

8p At
T [ano — Ejap,pl+ Xl[aoa a, —

ay a4, p]
JONS S BEPS PUUA
+Xz[aza;a4 a,03d4,0]

+ Z vi(20;pa] — pala; —afa;p).
i=0

(2.3)

While in principle this master equation can be solved numer-
ically in a number-state representation, in practice this is not
possible. The complexity of the Hilbert space—especially for
this five-mode problem—is enormous, given any moderate
number of photons present in the five interacting modes. In-
stead, we solve this problem using phase-space representation
methods, such as the positive-P representation [22].

C. Positive-P representation

Using the positive-P representation we can transform the
master equation (2.3) into a Fokker-Planck equation [22]
expressed as

ad
_P ) +1t
ot (er,0e7,8)

0 d
= | — (oo — Eo + x1102) + — (101 — xicoe)
Bao 8a1

d
+ — (2 — X100 + x20304)
8a2

d d
+ W(VS(XS Xa0a0)) + —(V4064 — Xa0207)
3

2 32
* a9 190 Yoo

(o) + H.c.:| P(a,a™,1).
s
2.4)

Here, o = (g1, 00,03,04) and ot = (o o 0 0 o )
represent the sets of coherent-state amplitudes o; and ocl
in the expansion of the density operator in terms of the
positive- P representation, corresponding to the annihilation

and creation operators d; and &I-T . We recall that in the positive-

P representation, the amplitudes «; and aj are independent
complex ¢ numbers, and H.c. in Eq. (2.4) represents the terms

equivalent to Hermitian conjugate operators, obtained from

. . i .
the previous terms by replacing «; — «; and vice versa,

while Ej is replaced by Ej. The transformation requires an
assumption of vanishing boundary terms which can be checked
numerically. This is generally extremely well satisfied [26]
for these open systems provided x; < y;, which is typically
the case in nonlinear-optics experiments. If required, further
stochastic gauge transformations [27] can be used to eliminate
boundary terms.
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The Fokker-Planck equation (2.4) is equivalent to the
following set of stochastic differential equations [28], in the
1t6 form:

ao = —Yoo + Eo — x1102,

a1 = —y1a1 + x10005 + /x12081(1),

dr = =y + 1000, — xa0304 + /X10052(1),  (2.5)
&3 = —y303 + 2020) + /X20283(1),
Gy = —ya0u + x20005 + /X200284(1),

together with the corresponding equations for ¢;". Here, the

overdots imply time derivatives, and the terms ¢; (t) and g“f’(t)
are independent complex Gaussian noise sources with zero
means and the following nonzero correlations:

(GO0 = (G708 ) =8¢ — 1),
(G3(OLa(t)) = (&L (1)) = 8@t —1).

The above set of stochastic equations of motion, Eq. (2.5), can
be solved either numerically or else by use of approximate
analytic treatments such as perturbation expansions around
stable semiclassical steady states. Quantum-mechanical ob-
servables that are expressed in terms of normally ordered op-

(2.6)

erator moments ((&} )*(a;)™) correspond to stochastic averages

(CHRCHE

D. The semiclassical theory

We can also transcribe the master equation (2.3) as a
c-number phase-space evolution equation using the Wigner
representation [29]

1 [ e
Py (o) = —2/ d"z xw(z,z5e ¥ e
T —

o0

2.7)

where xg(z,z%), the characteristic function for the Wigner
representation, is given by

xw(z,2%) = Tr(pe'¥ @ +za), (2.8)

This transcription is particularly useful for semiclassical
treatments in which we include quantum-noise terms from
the reservoirs, but neglect higher-order quantum noise from
the nonlinear couplings. This approximation is also called
a truncated Wigner approximation, as it is obtained from
the full Wigner-Moyal equations via truncation of third-order
derivatives.

The equation for the Wigner function for the nondegenerate
parametric amplifier that corresponds to the master equation
given by Eq. (2.3) turns out to be [24]

d Py

d
= {{ — — E
» {aao(V0a0+X1a10l2 0)

0 * * ok
+ ?(Vo% + xiaja; — Ep)
0

0
+ E(mal — xia5a0) + ()/1% — X10204)
1

a *

0
+ g()/zaz — X100 + X2030t4)
2

(1205 — X110 + x2005005)

a *
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d . B .

+ 8713()/3053 — Xooyon) + 87[5‘()/30[3 — X20403)
+ i ( Jo) + (yaot} )
— oq — [0 2Y04% D oy — (04107
80{47/44 X200 Boej)/44 X203,

82 82 82
T aiar T dansar T daadas
92 32
+ +
Y 0s0a; | dasda

X 83 N 83
4 \Oajdardo  dorjdasdag

X2 33 33
I * + * * PW'
4 \dazdagda;  dozdaydar

It is common to drop the third-order derivative terms, in an
approximation valid in the limit of large photon number. This
allows one to equate the resulting truncated, positive-definite
Fokker-Planck equation with a set of stochastic equations.
These are

&y = —yoo + Eo — xia10 + /Yorno(t),

& = —yia1 + X100 + /Y1 (@),

ay = =y + X100Q] — X230 + /Y22 (),
a3 = —y3a3 + o020y + /y3m3(t),

G4 = —ya0s + x20005 + /Vana(t),

(2.9)

together with the corresponding equations for d: . Here, the
conjugate equations have conjugate noises as in a normal
classical phase space. The terms n;(¢) are complex Gaussian
noise sources with zero means and the following nonzero
correlations:

(i) = 8;;8(t —1').

If we compare the two sets of It0 stochastic equations, we see
that the noise terms in the positive-P equations (2.5) depend
on the nonlinear coupling constant, while those in the Wigner
representation (2.9) do not.

The truncated Wigner theory can be regarded as a kind
of hidden-variable theory, since it behaves as though the
noncommuting quadrature variables were simple classical
objects. These equations imply that (a,'ozj) = (7;) = 1/2when
there is no driving and no coupling, which is an expected
result in a symmetrically ordered representation. However,
the truncation neglects third-order derivative terms which
are present in the full Wigner equation and are not always
negligible. The full Wigner theory is equivalent to quantum
mechanics and has no such limitations but it is no longer
positive definite, and therefore has no equivalent stochastic
formulation. The advantage of the positive-P method is that it
is able to generate stochastic equations without requiring this
questionable truncation approximation.

III. CLASSICAL STEADY STATES

We first analyze the classical steady states of the system
and then give the results of the linearized fluctuation analysis
for their stability in the next section. In the classical limit, all
quantum-noise terms are neglected. The positive-P stochastic
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variables «; and al:r are replaced by deterministic amplitudes «;
and o}, where o is the complex conjugate of «;, and Eq. (2.5)
then becomes

ao = —Yodo + Eo — 1102,

&1 = —yia1 + X100,

Gy = —yr0p + X100Q] — X20304, 3.D
a3 = —y303 + X202y,

04 = — Y404 + X200205.

The steady-state solutions Ol? are obtained from Egs. (3.1)

by putting all time derivatives equal to zero, i.e., &; =
0. We consider only the steady-state solutions in which
(oz?)Jr = ((x?)*, as these correspond to classical fields. This
corresponds to neglecting the effects of quantum fluctuations
and considering the equations for the mean-field amplitudes
o; = (a;), assuming that higher-order correlations factorize.

The stability of the classical steady states with respect to
small fluctuations can be checked by deriving the linearized
equations of motion for the fluctuations de;(¢) = o;(t) — a?
and Saj (1) = ozj (t) — (a?)*. The steady states are stable
provided all the eigenvalues of the appropriate drift matrix
of the linearized equations have negative real parts. Here, we
assume the following matrix form of the deterministic part of
the linearized equations of motion:

i = Ax, (3.2)

where A is the drift matrix, and x denotes a column vector for
fluctuations {Sai,éotj}. If the linearized eigenvalue analysis
reveals eigenvalues with non-negative real parts, this implies
that the steady states are unstable. In this case, the linearized
treatment of fluctuations around the classical steady states
cannot be employed, and the equations of motion have to be
treated exactly.

To simplify our analysis and make analytic solutions
available, we will assume that the damping rates for all modes
except the pump mode are equal to each other,

VI=V=Vs=V=Y, (3.3)
while the pump mode is strongly damped,
Yo > v, 3.4

to model an interferometer which is not resonant at the pump
wavelength. For simplicity we suppose that the coupling
constants y; and x, are also equal:

(3.5)

Analysis of the equations of motion for the classical steady
states reveals three different types of solution, corresponding
to three regimes of operation.

X1=Xx2=X

1. Below-threshold regime

Here, the amplitudes of all intracavity modes except the
pump mode wy are zero, and we find that

0 0 0
o] =, =a; =a, =0,
1 2 3 4 3.6)
0 Ey
oy = —
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The last equation can be rewritten in terms of the steady-state
intensity ng = |048|2 (in photon-number units) and phase ¢)8

[where o) = M exp(ip)]:

ny = 1Eol*/vg. 5 = 9o, (3.7)
where ¢y is the phase of the driving field, ie., Ey =
|Eo| exp(igp). The linearized stability analysis of these steady
states (see Sec. IV) reveals that they are stable for driving-field
intensities below a certain critical (threshold) value,

|Eol* < |Eral?, (3.8)
where
2.,2
YoV
| Er|* = ‘;2 (3.9)

is the first threshold. This allows us to introduce a dimension-
less relative driving-field parameter,

| Eol
€= ——— .
| Ehr,1]

Thus, the first regime corresponds to conditions where both
nonlinear crystals operate in the below-threshold regime of
parametric down-conversion. Here the steady-state solutions
for the modes wy, w;, and w, are the same as in the
usual nondegenerate parametric down-conversion with a single
crystal [30]. Figure 2 plots the steady-state solution ng in
the below-threshold regime where we have also introduced
a new variable, namely, ”8,cr = |Eqe1|*/v3 = y?/x>. This is

the critical value of n{ at the first threshold.

0
0O,cr

1

0
n./n

2 2, 2
E=IE,| /lElhr.l‘

FIG. 2. (Color online) Steady-state solutions for the scaled inten-
sities n?/nY . of different modes (i = 0,1, ... ,4) as a function of the
driving-field intensity parameter €2 = | Eg|?/| Eqy.1 |2, for yo/y = 10.
Here, n{ ., = y?/x? is the critical value of n{ at the first threshold,
|Eol? = | Er.1 (3., = 1). The second threshold here corresponds
to E(Zhr,z =(1+y/p)? =121
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2. First above-threshold regime

In the first above-threshold regime, the amplitudes of the
modes w3 and w4 remain zero, while the amplitudes of the
pump, signal, and idler modes (wy, w;, and w,) are nonzero.
Accordingly, we again use the intensity and phase variables

n! and @), o = /n? exp(i¢?) for i = 0,1,2, and write the
steady-state solutions as

2
agzagzo, ngzy—z,
X (3.10)
o_ o_ |Eol 1wy
ny =n, =—— 5
X X
0 =00, ¢Y+ ¢ =) = . (3.11)

We see that the steady-state intensities n® and n3 correspond
to physical solutions (n? > () if the driving-field intensity
is above the first threshold, |Ey|? > |Ethr,1|2. On the other
hand, the linearized eigenvalue analysis for the subsystem of
intensity variable (see below) shows that the solutions are
stable for |Ep|? below a second threshold, |Eq|?> < |Epr.2l%
where

2.,2 2 2

YoV Y Y

|Ethr,2|2s;—2<1+y—> = |Eqra|? (”7) . (3.12)
0 0

This implies that the first above-threshold regime is restricted
to

|Eue1|* < |Eol* < |Eqol*. (3.13)

This is shown in Fig. 2 along with the steady-state solutions
of Eq. (3.10).

In this regime, the first nonlinear crystal operates in
the above-threshold (stimulated) regime, while the operation
of the second nonlinear crystal is in the below-threshold
(spontaneous) regime. The steady-state solutions for the wy,
w1, and w, modes are the same as in nondegenerate parametric
down-conversion with a single crystal [30], except that the
stability region has now an upper bound.

3. Second above-threshold regime

In the second above-threshold regime, both nonlinear
crystals operate with stimulated emission, and the amplitudes
of all intracavity modes are nonzero. The mode w; acts as the
pump mode with respect to the second nonlinear crystal, and its
intensity is above the corresponding threshold for stimulated
down-conversion w, — w3 + wy4. Note that |Ey, | is very
close to | Ey,, 1| in the case of a strongly damped or nonresonant
primary pump dy that we consider here. This makes this second
above-threshold regime quite accessible experimentally and,
in the limit y, — 0, could bring about effective x® behavior
(see the next section).

033821-5



CHRISTIAN WEEDBROOK et al.

Again using the intensity and phase variables, the steady-
state solutions can be written as follows:

no = n() = —|EO|2 s
O (o + )2
2
ng = % (3.14)
Wt Bl
’ +v»? x?
b0 = 9o,
o) + @5 = ¢y = @0, (3.15)

P9+ ¢3 — ¢ =0.

The intensities n?, n9, and n3 (n§ =nY) are in the simple
relationship

n =nd +nl. (3.16)
This reflects the photon-number conservation in the second
crystal and the correlation between the photons w; and w,
including the possibility of conversion of photons w; into a
pair of photons w3 and w4. From the expressions for ng and
n9, we see that physical solutions are realized for driving-field
intensities above the second threshold,

|Eol* > | Emeal* (3.17)

In addition, we show in the next section that the linearized
eigenvalue analysis reveals that the subsystem of intensity
variables is stable in this region. Thus, the second above-
threshold regime corresponds to Eq. (3.17) and is pictured
in Fig. 2 with its corresponding steady-state solutions.

IV. STABILITY PROPERTIES

Here we give the details of the linearized eigenvalue
analysis to determine stability of the classical steady-state
regimes. In order to explain this approach, we proceed with a
dimensionless analysis, in terms of a small parameter

=2 (4.1)

14
We now wish to derive the leading-order behavior of the
stochastic fluctuations in each mode, as an expansion in
terms of g. It is simplest to first transform to dimensionless
parameters, defining dimensionless time as

T = yt. 4.2)

This scaled time variable will be used for all derivatives defined
in this section. Furthermore, we will also use the dimensionless
parameter

_n
v
We note here that a linearized analysis is only the first stage

in a stochastic diagram perturbation expansion [31], which

in general needs to be taken to higher order to reveal non-
Gaussian behavior [13].

(4.3)

Vr
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A. Positive-P method

We start by using the full positive-P method to treat this
system, together with an appropriate scaling for the below-
threshold fields, by introducing

Bo = (a0 — )/ g,
B3 = a3//g,
Bs = as//8.

Using the semiclassical steady-state solutions, Eq. (2.5), and
dropping higher-order terms of order ,/g or higher, we get

Bo = —v:Bo — a1z,

@) = —oy + €l + en (1),
dy = —an + eaf + Vem(v),
By = —Bs + Jaans(1),

Bs = —Ba + Jaana(z),

together with the Hermitian conjugate equations. The nonzero
steady-state correlations of the noise terms are

(m@m()) =8(r — 1),

(4.4)
(m3(D)na(t")) = 8(r — 7).

The linearized equations for By and B34 are all decoupled
and have negative eigenvalues —yy and —y, respectively.
Accordingly, the corresponding steady states are stable. The
deterministic part of the linearized equations for the remaining
variables «; and o, (together with afr and a; ) can be written
in the matrix form as follows:

© 40

a=Awq, (4.5)
where o = (al,az,af,a; )T and the drift matrix A° is given
by

(4.6)

The eigenvalues of the matrix A° can be calculated explicitly,
with the result that their real parts are all negative if

€ < 1.

%))

This defines the stability region Eq. (3.8) for the steady states
(3.6) and the first threshold Eq. (3.9).

B. Above-threshold stability

In this section we analyze the stability of the above-
threshold regimes. For reasons of length, we do not give a
complete analysis of the fluctuations, but rather we simply
determine which are the stable regimes. This allows us to
build a complete large-signal phase diagram, which is highly
useful for determining the down-conversion properties of the
cascaded device.
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1. First above-threshold regime

Inspecting the semiclassical steady-state solutions
Egs. (3.10) and (3.11), we immediately notice that, while the
sum of the steady-state phases ¢? + ¢g of the signal and idler
modes is well defined and is equal to the phase of the driving
field, g, the individual values of ¢? and ¢9 remain unknown.
In other words, there is no unique solution for the individual
phases ¢? and ¢g and any attempt to perform linearization
around any chosen value of ¢? or ¢§ will generate a zero
eigenvalue, implying that the steady states are unstable. This
problem is known as phase diffusion [30,32].

In order to correctly analyze the set of coupled equations
of motion in this regime, it is helpful to factorize them
into a subset that can be linearized and is stable, while
the equation associated with the zero eigenvalue must be
isolated (decoupled) and treated exactly without the use of
linearization. This can be achieved by means of transforming
to a new set of stochastic variables. In doing so, we note that
the stochastic equations of motion for this system, Egs. (2.5),
are equivalent in either the Itd or Stratonovich formulation
of the stochastic calculus. We employ the Stratonovich
formulation, which has the advantage that the variable changes
are achieved using the usual calculus rules, without any
extra variable-change terms. Accordingly, we first transform
to new intensity and phase variables for the modes wyp, vy,
and w;:

1 o .
nj=aep, ¢ =s-n (ﬁ) (=012, (438

which we note are complex. The stochastic variables a3 4 and
a; 4> on the other hand, are transformed to

*l¢2/2’ &’;‘4_(1 £i2/2.

&3,4 = 03 .4€ (49)

In these new variables, the stochastic differential equations
become

ny = —2yono + 2| Eg| cos(po — ¢o)/no

—2x/nonin; cos(gy — @), (4.10)

ny = =2yny + 2x/noniny cos(pg — ¢4) + Fi(1), (4.11)
ny = =2yny + 2 /nonina cos(¢y — ¢y)

— x/ma(e3a + a5 o) + F(1), (4.12)

. E
do L/—,f_l sincyn = ) = x| 1% sineh = 41, (413)
b1 = X,/— sin(¢g — ¢4) + f1(1),

(4.14)

br =[St sinen = 6. = 5T @ ~F T + S0,

(4.15)
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lX nony ~
> a3 sin(¢o — @)

o —_Va3+X\/ 0‘4

(c304 — a;&’f)% + F3(0), (4.16)

X
t i

- ~ ~ ix [noni.
Uy = =yl + x/nady — 5 g sin(do — P+)
ny

anas + Fut),

X i~~~
+ ) %(ocsom —of 4.17)
together with the equations for & and &, . Here, we have
defined the sum and difference of the phase variables ¢, and

¢2 via

¢+ = ¢ £ ¢,

and we note that the equations for @3 and @, contain terms that
come from the time derivative of ¢, for which the right-hand
side of Eq. (4.15) has been substituted.

The new noise terms in the above set of equations of motion
are defined according to

(4.18)

Fia = o,/ X012 + ooy x g 15, 4.19)
NETT) xeg

= — , 4.20

fi2 2iens t1,2 210[?3 o (4.20)

Fas=xae ®lh, =S h @)

These must be rewritten in terms of the intensity and phase
variables n; and ¢;, for self-consistency:

Fio = /xnia(ng) /e Patitol2e 5 4 ei‘b“z_i%/z{fk],

(4.22)
1/4
Ji2= —ﬁ(n()) / [e71912F100/2 o gi12=i00/2, 4 ]
s zlm s 1,24
(4.23)
lOl
Fya = Jxn2) 34 — ”fz (4.24)

We next convert the equations of motion for ¢; and ¢, into
phase-sum and -difference variables:

¢+ = xJ/no (\/> \/7) sin(¢o — ¢+.)

2lﬁ(aza4 ay o)+ f@), (4.25)
= xv/no <\/’T—2— f) sin(¢o — @)
+5; \/_(a3a4 —afa)) + f-@), (4.26)
where the noise terms are
fe= L fo 4.27)

We now immediately see that the equations of motion for
the variables ng, ny, na, @3 4, &;4, ¢, and ¢, are decoupled
from the equation of motion for the phase-difference variable
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¢_. All these variables except ¢_ have a unique semiclas-
sical steady-state solution given by Egs. (3.10) and (3.11),
with ¢9r = qb? + ¢2 = ¢y and 522,4 = 0 [along with (52’4)+ =
(@3 2)* = 0]. As we will show below, the linearized equations
for this subsystem of variables are stable, and therefore these
variables can be treated by means of linearization around
their semiclassical steady states. Indeed, by introducing small
fluctuations around the steady states

8no,1.2(t) = no.12(t) — g | 5, (4.28)
883 4(1) = Gaa(t) — &3 4, (4.29)
861 ,(1) = G, () — (a4)", (4.30)
8¢po. (1) = o+ (1) — g . (4.31)
we obtain the following set of linearized equations:
8o = —yodng — yony., (4.32)
2 0
sty = X sy + FO(1), (4.33)
Sn_ = —=2yén_+ F°@1), (4.34)
2.0
. xX°n
8¢ = —yodpp — =54, (4.35)
8¢y = —2x8¢4 + 2y80 + [L(0), (4.36)
803 = —y8a; + X\/;‘l’aazj + F@), 4.37)
S0y = —y8as + X\/;‘fb‘&; + FA@), (4.38)

together with the equations for 8&; 4~ Here, we have introduced
number-sum and -difference variables:

ny = ng + np, (439)

using the explicit expression for the steady-state solution
ng from Eq. (3.10) and the fact that n) = n). The nonzero
steady-state correlations of the noise terms, in the small-noise
approximation, are given by

(FQOF(t)) = —(F ()F°(t"))

=4ynl@ — 1), (4.40)

OOy = —%«S(r — 1), (4.41)
1

(FnF)aH) = X\/Esa —1). (4.42)

By substituting the steady-state intensity n? from Egs. (3.10),
the linearized equations and hence their solutions can be
expressed in terms of the driving-field intensity | Eo|>.

The eigenvalue analysis of the deterministic drift terms
of the linearized equations reveals that the equations for
dng 4+, én_, and 8¢ 4 are stable everywhere (the eigenvalues
have negative real parts), while the subsystem of variables
(5&'3,854,5&';',85‘?) is stable only if

2.,2 2
|Eol? < T (1+1> .
X

> (4.43)
Yo
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This defines the second threshold, Eq. (3.12), and hence the
upper bound on the driving-field intensity |Eq|? for the first
above-threshold region, Eq. (3.13).

The remaining equation for the phase-difference variable
¢—, Eq. (4.26), cannot be linearized since the steady-state
solution is not well defined and linearization around any
chosen value ¢° will reveal a zero eigenvalue, implying that
the equation is not stable. The right-hand side of Eq. (4.26)
can, however, be simplified since all variables here can be
linearized around their stable steady states. Thus, expanding
these in terms of the stable steady states plus small fluctuations
and keeping only the linear terms, we see that the deterministic
terms all cancel each other. The resulting equation is

o_ = 1), (4.44)

with the following nonzero correlation of the noise term:
(SO = T3~ 1), (4.45)
1
Thus, we have isolated the instability associated with a zero
eigenvalue into a single phase variable, which is the phase
difference ¢_ between the signal and idler phases. Unlike
the other variables, the phase difference ¢_ is not a small
fluctuation around a stable steady state. Instead it undergoes
continuous phase diffusion, governed by the noise term f°(¢)
in Eq. (4.44).

Despite the fact that the noise terms Fj, and fj, (and
hence Fy _ and f} _) depend explicitly on the individual
phases of the signal and idler modes (which are not well
defined), nevertheless, upon calculation of the steady-state
noise correlations Egs. (4.40)—(4.42), these phases combine
into the phase sum ¢, = ¢+ ¢, which has a well-defined
steady-state value and is stable. As a result, calculation of
observables via the solutions of the linearized equations of
motion (4.32)—(4.38), which ultimately depend on the noise
correlations, is a well-defined procedure and is independent of
the individual phases ¢, and ¢,.

C. Second above-threshold regime

In the second above-threshold regime, both parametric
down-converters operate in the above-threshold regime. In
addition to the phase diffusion in the signal and idler modes
) and w,, we now have a second source of instability which
comes from the phase diffusion in the secondary signal-idler
modes, w3 and w4. To simplify our analysis, we assume here
that the damping constant of the pump mode y is much larger
than the damping constants of all the other modes,

Yo > Y. (4.46)

Under this condition, one can adiabatically eliminate the pump
mode from the equations of motion (2.5) and restrict ourselves
to the dynamics of the remaining modes w;, w;, w3, and wy.
Thus, we assume that &y = 0 during the evolution of the
amplitudes «; 234, and we use the resulting expression for
o,

1
ag = —(Eo — xajo) (4.47)
Yo
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(together with the expression for OtaL ) in the equations for
a1 23,4 Transforming then to the intensity and phase variables,
as in Eq. (4.8), we obtain the following set of stochastic
equations for the intensities:

. 2x | E 2x2
ny = —2yn; + x 0|«/n1n2 cos b, — Lnlnz + Fi(1),
Yo Yo
(4.48)
2x|E 22
/lz = —2]/]12 X| 0| A/n1ny COS@] — i711]’!2
Yo
— 2x/nan3ng cos by + Fp(t), (4.49)
n3 = —2yn3 + 2x/nansng cos O + F3(t), (4.50)
Ny = —2yn4 + 2x+/nanszngcos 0, + Fyu(t), (4.51)
Here, we have defined
01 = ¢1 + 2 — o, (4.52)
0 = @3 + ¢4 — P2, (4.53)

which can serve as a new pair of phase variables, traded in
favor of the the signal and idler phases ¢; and ¢,.

The stochastic equations of motion for the phase variables,
which we write at once in terms of 8, 6,, ¢3 and ¢4, are

. E
0, = —X| ol ( /ﬂ—i— /2 ’sin&l
Yo nj ni
ning .
—x /—; 2 sin6y + fi,(1), (4.54)
2
92 =—x (\/n2n3 + \/n2n4 — \/n3n4> sin 6,
ny ns ny
E n
+ Bl fm 6 4 ho), (4.55)
Yo ns
. non
b3 = —x,[—— sinfa + f5(0). (456)
3
: nanz .
s = —x o sin6, + fu(t). 4.57)
4
In the above equations, the noise terms are given by
Joo = N+ f2, (4.58)
Joo=fit fa—f2 (4.59)
and
1 X
Ji2 = T —(Eo — x102)612
X2V Yo
- \/ X (s — xofad)ely  (460)
21’05;r Y0 ’
+
X0 X% n
= - . 4.61
f3.4 Y 034 2iad, 34 (4.61)
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In addition, the noise terms Fj 34 in Eqs. (4.48)—(4.51) are

given by
L X
Fia(t) = af, y—(Eo—XOllaz)Cl,z
0

X
+a1,2\/ (5 - oo ity @62)
0

F34(t) = 06;4«/)(062(3,4 + a3y Xa;r§§f4- (4.63)
In all these noise terms the amplitude variables have to be
expressed in terms of the intensity and phase variables for
self-consistency.

By inspecting Eqgs. (4.48)—(4.51) and Eqs. (4.54)—(4.57),
we see that the equations for the intensities n; 5 3 4 and phases
01,2 are decoupled from the equations for the phase variables
¢3.4. The variables n;,34 and 6, all have well-defined
semiclassical steady states [cf. Egs. (3.14) and (3.15)] with
69, = 0, and, as we will show below, the linearized eigenvalue
ar{alysis indicates their stability. Thus, this subsystem of
variables can be treated within the linearized treatment of
fluctuations. The phase variables ¢3 and ¢4, on the other
hand, do not have stable semiclassical steady states and cannot
be treated by means of linearization. To demonstrate the
stability of the intensities 111 2 3 4 and phases 6; », we introduce
fluctuations around the semiclassical steady states,

Snj(1) = n;(t) —nj (j =1.2.3.4),
8012(1) = 012(t) — 67,

(4.64)
(4.65)

and derive the following linearized equations for the intensity
fluctuations:

2.0
Sni = —y (1 + 1) sny + £ <1 - l) sny + FO(1),
Yo Y Yo
(4.66)
- X’ y
dny = —y (1+—>6n2+y<1——>8n1
Yov Yo
—ydny + FY(1), (4.67)
. 2 2.0
sy = X Bsn, + FO), (4.68)
Sn_ = =2yén_ + F°(1), (4.69)

where we have additionally transformed to the intensity-sum
and -difference variables

dny = ény + 8nyg, dn_ = nz —dny 4.70)

to further simplify the eigenvalue analysis. We have also
defined
FO=F)+F). 4.71)

As we see, the equation for the intensity-difference §n_
fluctuation is decoupled and immediately results in a negative
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eigenvalue in the drift term, implying stability. The coupled
equations for fluctuations in ény, 6n,, and dn 4 result in a cubic
equation for the eigenvalues of the corresponding drift matrix.
While this cannot be solved explicitly, the negative real parts
of the eigenvalues required for stability are ascertained here
using the Routh-Hurwitz criterion [33].

The linearized equations for the phase fluctuations 66, »(¢)

are
. E n() nO nO
591=—X| ol —+ [ )86, — x—2=56, + f,
Yo n, n; /nO
2

4.72)

0 0
. n E n
80, = —x | 2/nd — —= 56, + X "',/—5891+f9‘3~

/n(z) Yo n, -

The eigenvalues of the corresponding drift matrix can be
found explicitly, with the result that they all have negative
real parts and therefore the equations are stable. The nonzero
steady-state correlations of the noise terms in the linearized
Egs. (4.66)—(4.69) and Eqgs. (4.72) and (4.73) are

(4.73)

(FPOF)") = 2ynis@t — 1), (4.74)
(FIOF(t)) = —(F ()F2(t'))
= —2(FJ()F)(1")
= dyns(t — 1), 4.75)
(faOf@h) = =2(fam foh)
=2(f! )

2

=X sa—1), (4.76)
y

(20 f201) = 2( ) f0h)

= —Lsa—1). 4.77)
n3
The remaining phase variables ¢3 and ¢4 cannot be treated
within the linearized fluctuation treatment, but the right-hand
sides of the corresponding equations of motion (4.56) and
(4.57) can be simplified since all variables here have stable
steady states and can be linearized. This gives

¢ = —y36; + ),
b1 = —y86, + £(0),

where the nonzero steady-state correlation of the noise terms
is given in Eq. (4.77). To further simplify the analysis we
introduce the sum and difference phase variables

(4.78)
(4.79)

0+ = ¢3 = ¢y, (4.80)

for which the equations of motions are
0. = =2yd6, + f3 (1), (4.81)
0_ = fy (0. (4.82)
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The source of instability for the phase variable 6_ is obvious,
while for the phase variable 6, the presence of a zero
eigenvalue is revealed when the corresponding linearized
equation is combined with Eqgs. (4.72) and (4.73). Thus the
variables 6, and 6_ cannot be linearized and have to be
treated exactly. The nonzero correlations of the noise terms

£ =+ fland f) = ) — £ are

(fo O f) @) = =(f3 ) f3. @)
A0 f@h)

=—Lsa—1).
n3

(4.83)

From Eq. (4.81) we see that the dynamics of the phase variable
0. depends on phase fluctuations in &6, and therefore the
equation for 6, has to be integrated after solving for §6,,
Egs. (4.72) and (4.73). The solution for 8, (¢) can be written as

(1) = 0u()+ [ [ = 2980, + £ @]ar', a9

fo

while the solution for 6_(¢) is

0_(r) = 0_(10) + / f@hdr'. (4.85)

Since 86,(t) as a solution to the set of linearized equations
(4.72) and (4.73) depends on the noise terms f; and fj, the
calculation of correlations involving the phase-sum variable
0.(t) will also depend on the following nonzero noise
correlation:

(£8.(01200) = A B0 L) = = T8 1), (4.86)
3

while (£ (1) f(t")) = 0.
This completes the analysis of the system in the second
above-threshold regime.

V. NUMERICAL SIMULATIONS

A qualitative reasoning identifies the far-above-second-
threshold situation as interesting for mimicking a x® OPO,
in the regime where losses for the intermediate pump d;
are negligible, i.e., y» K y1 = y3 = Y4 < o [note that this is
different from the condition given in Eq. (3.4)]. Indeed, these
hypotheses should yield a close-to-ideal down-conversion rate
from the field a, to the signal fields a3 and a4, comparable
to the emission rate into d;, and therefore be consistent with
the expectation of threefold quantum correlations among ay,
as, and dy4, which should be non-Gaussian (another favorable
situation for this effect would be the case x» > x;). The goal
of the following numerical simulations is therefore to ascertain
the stability of the resonant cascade in such cases, which are
not covered by the previous analytical treatment.

The numerical treatment is limited to the classical equations
of motion, given by Eq. (2.5) with ¢; =0, i € [0,4], which
are integrated numerically using a fourth-order Runge-Kutta
routine similar to the method given in [23]. The first and
second nonlinearities were taken to be equal, i.e., x; = xo. All
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FIG. 3. OPO intracavity intensity (in units of photon number)
fory, =0.08 57!, y134 =0.1457", % =2.05"", |Eol/| Etpresn.2| =

3.5, for zero detunings.

down-converted fields were given minute initial amplitudes
and random initial phases, of which the subsequent dynamical

phases were independent.

A. Steady-state solutions

As mentioned above, we restrict our analysis to a set of
parameters such that y, <« y; = y3 = y4 < . That is, the
primary pump mode is not resonant, the intermediate pump is
highly resonant (most of its losses occur in down-conversion),
and the signal fields are sufficiently resonant to acquire a
threshold as low as a typical single-stage, doubly resonant
OPO. In this case the OPO fields show decaying oscillations
to a steady state after reaching the second threshold. Higher
losses for y, result in overdamping. Figure 3 illustrates the
steady-state solutions. Both thresholds are clearly visible. At
long times (¢ > 100 in Fig. 3) the field amplitudes match the
stationary solutions of the previous section. Increasing E( or

y» causes the oscillations to decay more quickly.

Figure 4 shows the individual phases as the second
threshold is reached. Figure 5 shows the nonlinear phase
differences 0; = ¢y — ¢1 — ¢ and 6, = P — @3 — @4 for the
first and second stages of the OPO. It is clear from these phase
differences that the system is in a state of cascaded parametric

down-conversion.

3.5 T T T
3p P -
25F . Mt
- ST
£ 1s5f PO T .
= 1+ / ¢4 T -
S .
e 0.5 .
4 O .
| -05F §
1k -
-15F =
2 1 1 1 1
0 10 20 30 40 50
Yot
FIG. 4. Individual field phases, going through the sec-

ond threshold, for y, =0.08s7!, y134 =0.145"", yy =1.0s7",
|Eol/|Etresh,2| = 3.5, for zero detunings.

03
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FIG. 5. The phase differences 6, and 6, between the fields
involved in the first and second stages of the nondegenerate interac-

tion, going through the second threshold, for y, = 0.08 s71, Vi34 =
0.14s7!, v = 1.0, |Eol/| Ewresh 2| = 3.5, for zero detunings. The

stationary phase differences above the second threshold indicate that
down-conversion is taking place in both stages.

B. Second above-threshold regime for low p,
1. Nondegenerate cascade

One interesting question is that of obtaining a stable
effective x® OPO by lowering y» and operating well above
the second threshold. In that case, the nondegenerate and
degenerate cascades do not exhibit the same behavior. As the
intermediate pump loss rate is lowered, a spiking instability
is obtained in both cases, as displayed in Fig. 6 for the
nondegenerate case. One may overcome this self-pulsing and
induce a transition to a stable steady state by increasing the
pump parameter above threshold. The lower y,, the higher
|Eol/| Emresh.2| needs to be to achieve a steady state in the

nondegenerate case.

2. Degenerate cascade

In the degenerate case, a remarkable result is that the
spiking behavior is always transient and relaxes into a
stationary state. However, more insight into the behavior of the
degenerate cascade is obtained, once again, by scrutinizing the
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FIG. 6. OPO intracavity intensity (in units of photon number) for
72 = 0.001s7", 134 =0.1457", = 105", |Eo|/|Etnesh2| =
5.8, for zero detunings. Note that o, is omitted since its plot
follows exactly that for 3. The spiking frequency increases with
|Eol/| Etresh.2| When other parameters are held constant.
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FIG. 7. Top: OPO intracavity intensity (in units of photon num-
ber) for (yy,y2,y1) = (10,0,0.02) sfl,|E0|/|Elhresh,2| = 0.7. Bottom:
Phase differences 6, and 6,, for the same conditions (phases are
numerically wrapped inside [—m,7]).

evolution of the phases 6; = ¢g — ¢» — ¢ and 6, = ¢, — 2¢;.
This bears particular physical significance for the degenerate
cascade because the first stage can stimulate emission in
the second stage, which cannot happen in the nondegenerate
cascade due to the distinguishability of the signal fields [34].
Because of this effect, the degenerate cascade will exhibit
greater sensitivity to the evolution of 6; and 6,, whose swings
translate into the appearance of competing sum-frequency
generation (SFG) processes in both stages.

a. First above-threshold regime. Figure 7 (top) displays the
damping of the low-y, spiking. The phase behavior is plotted
in Fig. 7 (bottom) and shows that significantly rich transient
evolution eventually yields a true cascade of two parametric
down-conversions (PDCs).

b. Second above-threshold regime. In Fig. 8 (top), PDC is
not the only process occurring in both stages: the solutions
can be seen to have a PDC component and a competing
SFG component. This is consistent with the entering of the
stimulated-emission regime in the second stage as one crosses
the second threshold. The system is able to find a steady-state
solution nonetheless. However, the quantum statistics might
be expected to be nontrivially affected. It is possible that with
the same set of parameters, the phase evolution can also yield
a stable PDC cascade [Fig. 8 (bottom)]. This condition is also
reached if one increases y» to the level of the signal loss rate,
as was demonstrated analytically in the previous section.

In conclusion, the degenerate cascade, because of the
additional signal feedback between the two stages, is clearly

PHYSICAL REVIEW A 85, 033821 (2012)

4 T 5
L o 1 |
3 £ T
~ 2r il .
g 1k 5 -
e %
Q AN P
o 2+ \\\ ! i -
3 B — -
4 !
0 50 100
Yot
3 T
L el
2 0y - ]
= 1 F -
=)
<
3 i
£
= |
g
= -
=
4 '
0 50 100

Yot

FIG. 8. Phase differences 6, and 6, for zero detunings and
|Eol/| Etpresn2] = 2.0. Top: y» =0.08 s™!, y, = 0.14 s~!. Bottom:
Phase differences under the same conditions, where the phase
differences have now converged to the proper ones for PDC (phases
are numerically wrapped inside [—m,7]).

a much richer system than the nondegenerate cascade. This
additional feedback leads to stabilization of the PDC cascade
in the low-y, regime in the first above-threshold regime. In
the second above-threshold regime, however, the degenerate
cascade displays two stable regimes, one of which does
not have pure PDC character. Previous studies of similar
degenerate cascade systems have been done to show that
bistable behavior is to be expected [ 19]. The stability of the two
competing solutions will be discussed in the next section. This
also opens interesting horizons for the quantum simulations of
degenerate resonant cascades.

C. Second above-threshold regime for low-y,,y,

It is interesting to briefly investigate the behavior found
for low yp. This regime involves a low-loss resonant pump
mode. It has different stability properties from the situations
treated elsewhere in this paper, and more dramatic behavior
is observed. By setting yo ~ y» < y1.3.4 [see Fig. 9 (top)], the
OPO becomes unstable above the second threshold, where
the pump 4y and intermediate pump a, compete strongly. The
above-threshold phase leads to a return to the first above-
threshold regime, before recurring. In the case where yy < y»
[see Fig. 9 (bottom)], the amplitude of the oscillations above
the second threshold keeps increasing and the system never
reverts to the first above-threshold regime.
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FIG. 9. OPO intracavity intensity (in units of photon number)
for 9 = 0.08 s7!, 134 = 0.14 57, |Eg|/| Eresh.2| = 2.8, for zero

detunings. Top: ¥, = 0.09 s~!. Bottom: y, = 0.14 57!,

D. Stability analysis of stationary solutions

We simulate the effect of a perturbation by causing an
instantaneous change in the intracavity fields and observing the
numerical response of the system. Of particular interest is the
phase evolution of the stationary solutions under two different
types of perturbation, for this will give insight into competing
interaction (SFG vs PDC) behaviors in the degenerate case. We
distinguish several types of perturbation: (i) amplitude changes
of the fields, leaving the phase unperturbed, (ii) phase change
of the fields, and (iii) change in both. We display typical results
obtained for a variety of magnitudes of change.

For small perturbations on the order of a few percent of
the steady-state amplitudes (perturbations to phase included),
the system returns to the steady state after a few oscillations,
and the field phases also return to their steady-state values.
Some perturbations may change the individual steady-state
phases; however, these changes are inconsequential if the
compound phase differences 6, and 6, remain at the PDC
values. Figure 10 shows a typical response of the intracavity
powers to a perturbation on the field amplitudes only. The
OPO returns to the original steady-state solutions even under
quite large disturbances. Figure 11 shows an important part of
the phase evolution. Upon disturbing the system, the phase of
the secondary pump shifts by 7 and then back by —m. This
is true only for a large change in the real or imaginary
components of the field (greater than 50% in this case). The
phases of all the other fields remain comparatively unaffected.
Thus, the phase differences 6; and 6, shift by & quickly and
then by —m (see Fig. 11). When the disturbance is small,
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FIG. 10. Evolution of intracavity intensity (in units of pho-
ton number) for ¥y =1.0s"", 35 =0.08s7", y34 =0.1457",
|Eol/| Eresn.2| = 3.5, perturbation §,; = «;, for zero detunings. The
perturbation has been applied simultaneously to the real and imagi-
nary parts of the fields, leaving no net perturbation to the phases.

~10%, the phase differences recover so quickly that a change
in phase differences is not observed.

Figure 12 shows a more complicated amplitude response
when a perturbation is applied to both the phase and amplitude
simultaneously. The OPO recovers the stationary amplitudes,
but each field, except the primary pump, also undergoes a
permanent phase change [see Fig. 13 (top)], even though 6,
and 6, return to unaltered values after opposite fluctuations
[see Fig. 13 (bottom)]. With increasing pump parameter, the
phase changes in Figs. 13 and 11 can undergo several sign
changes before returning to the steady state. This effect can be
seen when the applied perturbation is very large. These results
indicate that the nondegenerate cascade is essentially as stable
as a single-stage doubly resonant oscillator.

The interesting cases to consider for the degenerate cascade
are the two shown in Fig. 8. Figure 14 shows the resulting
change in phase differences as the system is perturbed.
Interestingly, if the initial phase differences are both —m/2,
the phase flips sign, and the system returns to a PDC-PDC
cascade (Fig. 14, bottom) as in the nondegenerate case. When
the phase differences are not —/2, as in Fig. 8, top, the phase

2 T T T T
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0 - -
-0.5
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2 1 1 1 1
4000 4010 4020 4030 4040
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phase (radians)
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|
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FIG. 11. Evolution of the phase differences 0, and 6, for y, =
1.0 Sil, V2 = 0.08 Sil, V1,34 = 0.14 Sil, |EO|/|Elhresh,2| = 35, per-
turbation §,; = «;, for zero detunings. The perturbation has been
applied to the amplitudes of the fields.

033821-13



CHRISTIAN WEEDBROOK et al.

30 T T T T
o

25 Oy === ,
(X.O """"

0 R : " ! !
4000 4010 4020 t4030 4040
o

4050

FIG. 12. Evolution of intracavity intensity (in units of pho-
ton number) for ¥, =1.0s"", 35 =0.08s7", y34=0.1457",
|Eol/| Emresh2| = 3.5, perturbation 8,; = «;, for zero detunings. The
perturbation has been applied to the real part of the field amplitudes.

differences are essentially shifted by 27 each (the wrapping
in the figure forces them to return to their steady-state values).
Operationally a change of 27 should not affect the evolution
of the system. The fact that both cases return to the steady
state indicates that the solutions are stable. Thus, we have two
possible stable solutions for the same set of parameters.
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FIG. 13. Evolution of the OPO phases for yy = 1.0s7!, 3, =
0.08 57!, y134 =0.14 57!, | Ep|/| Eesn.2| = 3.5, perturbation 8,; =
«;, for zero detunings. The perturbation has been applied to the real
part of the fields. Top: individual phases. Bottom: 6, and 6, (phases
are numerically wrapped inside [—m,7]).

PHYSICAL REVIEW A 85, 033821 (2012)

phase (radians)

H 1 1 -
1.5 6,
2 tr T
g osf -
=
g of i
;g’ 0.5 .
=2 1 F 4
1.5 F <
2 L
300 350 400

Yot

FIG. 14. Top: The response to a perturbation (of order 10%)
for the solutions shown in Fig. 8, top. Bottom: The response to a
perturbation for the solutions shown in Fig. 8, bottom. In both cases,
the system returns to its original steady-state value.

VI. CONCLUSION

In conclusion, we have given a preliminary analysis of
the properties of a doubly cascaded nondegenerate intracavity
parametric oscillator. This has the property that it is able to
mimic a x® down-conversion system, while still relying on
the properties of widely available phase-matched x® down-
conversion crystals. Our analysis focuses on constructing
phase-space equations for the cascaded system and demon-
strating the existence of multiple thresholds and stable regions.

In the case of five nondegenerate modes, we have derived
phase-space equations in the full double-dimensional positive-
P representation, as well as approximate equations using
the semiclassical or truncated Wigner approach. We show
the presence of three distinct classically stable regimes,
corresponding to below-threshold operation, an intermediate
threshold where only some of the modes are classically
excited, and a fully above-threshold regime similar to x©®
down-conversion.

A detailed analysis of the stability of these regimes is
carried out to show whether the relevant driving fields will
result in stable operation. This analysis is restricted to the
nondegenerate case, for parameter values in which all losses
are equal except for the pump, which is assumed to be strongly
damped. The nonlinear coefficients are also assumed to be
equal. We find that for these parameter values each of the
three regimes mentioned is stable, that is, small signals are
damped back to the classical steady-state values.
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We also give dynamical simulations of the mean-field
equations, which clearly demonstrate the existence of stable
regimes, as well as unusual phase evolution and distinct dy-
namical behavior in the degenerate and nondegenerate cases.
Remarkable coincidences of two [35] and even three [36]
nonlinear interactions in a single-grating periodically poled
crystal have been observed, which illustrates the experimental
possibilities of such a technique. The dynamical analysis in
this case, although based on classical equations, is able to
treat a larger variety of parameters and detunings, as well
as allowing an investigation of stability in the case of much
larger perturbations. The general conclusion is that both the

PHYSICAL REVIEW A 85, 033821 (2012)

cascaded degenerate and nondegenerate parametric oscillators
have a rich variety of stable operating regimes and thresholds,
including the possibility of an above-threshold x® domain.
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