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Abstract

This thesis is concerned with the dynamics of thermal Bose-Einstein conden-

sates with two main areas of emphasis.

We summarise the development of the quantum kinetic theory of C. W. Gar-

diner, P. Zoller, and co-workers, and in particular its application to the problem of

condensate growth. We extend an earlier model of the growth of a Bose-Einstein

condensate to include the full dynamical effects of the thermal cloud by numerically

solving a modified quantum Boltzmann equation. We find that the results can be

easily interpreted by introducing an effective chemical potential for the thermal

cloud. Our new results are compared with the earlier model and with the available

experimental data. We find that in certain circumstances there is still a discrepancy

between theory and experiment.

Beginning with the second-quantised many-body Hamiltonian we develop an

approximate formalism for calculating the dynamics of a partially condensed Bose

gas. We divide the Hilbert space into a highly-occupied coherent region described

by a Gross-Pitaevskii equation, and an incoherent region described by a kinetic

equation. We discuss the interpretation of the terms in the equations, and their

relevance to recent experiments in the field.

We numerically solve the projected Gross-Pitaevskii equation we derive, and

find that it evolves strongly non-equilibrium states towards equilibrium. We analyse

the final distributions in terms of perturbative equilibrium theories, and find that

the two approaches are in excellent agreement in their range of validity. We are

therefore able to assign a temperature to the numerical simulations. However, the

presently available equilibrium theories fail near the critical region, whereas the

projected Gross-Pitaevskii equation remains valid throughout the Bose-Einstein

condensation phase transition as long as the relevant modes remain highly occupied.

This suggests that the equation will be useful in studying the role of vortices in

the critical region, and the shift of the transition temperature with the atomic

interaction strength.
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Chapter 1

Introduction

1.1 Indistinguishable particles

In classical mechanics it is possible to label identical particles uniquely by their

position and momentum coordinates at any given time. Each individual particle

follows a well-defined phase-space trajectory, and although we can form a separate

description by exchanging the particle labels, it is of no consequence as the physical

predictions remain the same.

In quantum mechanics particles no longer have well-defined trajectories, and

the fact that identical particles are indistinguishable has profound effects. If we

arbitrarily form a wave function for a many-body system by assigning mathematical

labels to each particle, an exchange of these labels can lead to different physical

predictions—a situation which is obviously unacceptable.

To obtain unambiguous physical observables we must impose certain symme-

tries on the many-body wave function. We find that there are two such possibilities—

the wave function must be either symmetric or antisymmetric with respect to the

exchange of particle labels. This is expressed as

Ψ(. . . ri, . . . , rj , . . .) = ±Ψ(. . . rj , . . . , ri, . . .). (1.1)

Particles whose wave functions are antisymmetric (−) with respect to label ex-

change are said to obey Fermi-Dirac statistics and are called fermions. Those that

are symmetric (+) with respect to label exchange obey Bose-Einstein statistics and

are called bosons.

1



2 Chapter 1. Introduction

The spin-statistics theorem makes a remarkable connection between the intrin-

sic angular momentum of the particles and the quantum statistics they obey. From

considering the relationship between relativity and the symmetry of the wave func-

tion, it is possible to deduce that particles with half-integer spin are fermions, while

those with integer spin are bosons. The spin-statistics theorem applies rigorously to

elementary particles, whereas atoms are composite particles made up of fermions.

However, if they contain an even number of electrons and nucleons they will have

integer spin. At energies sufficiently low that their internal structure cannot be

probed, such atoms will behave as bosons.

The simple requirements on the symmetry of the wave function lead to dramat-

ically different behaviour for the two types of particle. For fermions it results in the

Pauli exclusion principle, which forbids the particles from sharing the same quan-

tum state. Bosons, on the other hand, have a tendency to cluster together in the

same state. Given suitable conditions this tendency can turn into an avalanche, re-

sulting in the macroscopic occupation of a single quantum level. This phenomenon

is a phase transition known as Bose-Einstein condensation (BEC). It is unusual in

the fact that it is purely an effect of the quantum statistics, requiring no interaction

between the particles themselves.

In 1924 Satyendra Nath Bose derived the Planck distribution by considering the

statistics of a collection of photons [1]. A year later, Einstein utilised de Broglie’s

new ideas about matter waves to extend this work to massive particles [2, 3]. He

realised that as the number of particles in a system must be conserved, this implied

the existence of the phase transition that now famously bears his name.

1.2 BEC in an ideal gas

A discussion of BEC in an ideal gas can be found in most textbooks on statistical

mechanics [4]. It is a useful illustration of the features of the transition, and we

summarise the details in this section.

The system under consideration is a gas of N non-interacting bosons with mass

m in a box of volume Ω. We are interested in the thermodynamic properties of

the system at a temperature T . The mean number of particles in a single quantum

level k is given by the Bose-Einstein distribution

f(εk) =
1

z−1eβεk − 1
, (1.2)
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where εk is the energy of the level, β = 1/kBT , kB is the Boltzmann constant, and

z is the fugacity of the system, related to the chemical potential µ by z ≡ eβµ.

The chemical potential is the energy required to add a particle to the system at

constant volume and entropy. It is uniquely determined by the constraint on the

number of particles

N =
∑

k

f(εk). (1.3)

We can see that the chemical potential must always be less than the lowest energy

level of the system, otherwise this state would have a negative occupation number.

Usually this energy is taken to be zero so that for the ideal gas we have the condition

µ < 0.

If the Bose-Einstein distribution function varies slowly on the scale of the energy

level spacing of the system, we can approximate the summation of Eq. (1.3) by an

integral. We make the replacement

N =
∑

k

f(εk) ≈
∫

dε g(ε)f(εk), (1.4)

where g(ε) is the density of states of the system, representing the number of quan-

tum levels between ε and ε+ dε. For a homogeneous gas this is

g(ε) =
Ω

4π2

2m

~2

3/2

ε1/2, (1.5)

and its derivation can be found in Ref. [4].

From Eq. (1.2) we see that if µ → 0− (and hence z → 1−), then the ground

state of the system can have a very large occupation, given by N0 = z/(1 − z). In

addition, from Eq. (1.5) we find g(0) = 0. Thus, the ground state population is

not well-represented by the integral of Eq. (1.4), and we single it out as

N = N0 +

∫

dε g(ε)f(ε). (1.6)

Performing the integral leaves us with

N = N0 + g3/2(z)Ω

(

mkBT

2π~2

)3/2

, (1.7)

where the second term on the right-hand side represents the number of excited
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particles in the system N ex, and g3/2(z) is the Bose function defined by

g3/2(z) =
∞
∑

j=1

zj

j3/2
. (1.8)

From Eq. (1.2) we can see that the Bose-Einstein distribution is a monotonically

increasing function of both µ and T . If our system is cooled, µ and therefore z must

increase to conserve the total number of particles. The interesting feature is that

the Bose function of Eq. (1.8) only converges for |z| ≤ 1. It reaches a maximum of

g3/2(1) = ζ(3/2) ≈ 2.612, where ζ(x) is the Riemann zeta function. In the context

of Eq. (1.7) we can see that for µ→ 0 (i.e. z → 1 ), at any temperature there is a

maximum possible number of excited particles in the system given by

N ex
max = 2.612Ω

(

mkBT

2π~2

)3/2

. (1.9)

At high temperatures µ� 0, and therefore N ex
max � N . However, as the system

is cooled there will be a critical temperature at which N ex
max = N given by

Tc =
2π~

2

mkB

(

N

2.612Ω

)2/3

. (1.10)

Below this temperature the excited states can only accommodate a portion of the

total number of particles in the system, so all remaining particles must be in the

ground state.

We find that below the critical temperature we have µ ∼ −1/N0, and so

Eq. (1.9) gives the total number of excited particles in this region. Substituting

this into Eq. (1.7) we find how the condensate population varies with temperature

N0

N
= 1 −

(

T

Tc

)3/2

. (1.11)

This macroscopic occupation of the lowest energy level is the phenomenon of Bose-

Einstein condensation. Another characteristic of the system is that the specific

heat reaches a maximum at the critical temperature; however, the entropy varies

smoothly through this point and therefore BEC in an ideal gas is a continuous

phase transition.

The physical significance of BEC can be found by identifying the thermal

de Broglie wavelength Λ = (2π~
2/mkBT/)

1/2 of the particles. We find that the
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requirement for BEC of T ≤ Tc can be written as

nΛ3 ≤ 2.612, (1.12)

where n = N/Ω is the number density. Thus BEC occurs when the de Broglie

wave packets of the particles begin to overlap, and their quantum nature becomes

important.

1.3 Interacting systems

After the observations of Einstein, little happened in the field of BEC until the

first experiments on superfluid 4He. In 1938 Fritz London made the connection

between the strange properties of this system and the phenomenon of BEC [5]. Part

of his evidence was that the critical temperature predicted by Einstein’s formula,

Eq. (1.10), of 3.2 K was not far from the experimentally measured value of 2.17 K.

Also, the specific heat of 4He peaks at this temperature1, similar to the behaviour

predicted for the ideal Bose gas.

Landau was the next person to make significant contributions to the new field

of superfluidity [6]. He developed a very successful phenomenological hydrody-

namic description of 4He that divided the system into superfluid and normal fluid

components, similar to the ‘two-fluid’ model of Tisza [7]. Landau also introduced

the idea that the liquid could be described in terms of a gas of weakly interacting

quasiparticles, which had a simple energy spectrum for two types of excitations—

phonons and rotons. The linear nature of his proposed dispersion relation at low

momentum explained the phenomenon of frictionless flow.

A major breakthrough was made by Bogoliubov in 1947 [8]. He utilised the new

ideas of second quantisation and many-body field theory to show quantitatively

that the nature of BEC was not profoundly affected by the introduction of weak

interactions. However, he demonstrated that the low-lying excitations of a Bose-

condensed gas were significantly altered, and that the predicted phonon spectrum

was exactly that assumed by Landau which ensured the stability of superfluid flow.

It turns out that superfluid 4He is not a good example of a weakly-interacting

Bose gas (WIBG). It is a liquid, not a gas, and the interactions between the atoms

are so strong that the actual condensate only makes up about 10% of the system at

1In fact the specific heat diverges at the critical temperature, and it is known as the lambda
point as the curve resembles the Greek letter.
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T = 0. However, the effects of Bose statistics play a major role in determining the

characteristics of the fluid, and the weakly-interacting gas continued to be studied

as a qualitative model of superfluid 4He. Many of the theoretical properties of the

WIBG were determined in the 1950’s and early 1960’s in this context.

The background theory to the work presented in this thesis is presented in detail

in Chapter 2. Comprehensive reviews of other aspects of BEC can be found in the

recent publications of Refs. [9, 10, 11, 12, 13].

1.4 BEC in the laboratory

During the development of BEC theory in the middle of the 20th century, it was

thought that there was little prospect of ever observing the BEC phase transition

in the laboratory. In his book on statistical thermodynamics Schrödinger remarked

that quantum statistics was at once satisfying, disappointing and astonishing [14].

It was satisfying as the theory reduces to that of a classical gas in the appropriate

limits. He found it disappointing as he believed the densities required were so high

and temperatures so low, that Van der Waals interactions would always mask any

quantum statistical effects to the extent that it was impossible to separate the two.

Finally, it was astonishing that such a simple difference in the statistical functions

could result in such profound effects.

The system that seemed to offer the best possibility was atomic hydrogen,

and attempts to reach quantum degeneracy began in the late 1970’s. The first

experiments used compressed, cryogenically cooled hydrogen and were soon able

to reach a phase-space density of just a factor of 50 away from the BEC transition.

However, from this point progress was slow and the experiments ran into several

difficulties. Atoms sticking to the wall of the container, and large three-body

recombination rates limited the densities that were achievable.

Progress in the cooling and trapping of neutral alkali atoms in the 1980’s and

early 1990’s meant that these systems rapidly usurped hydrogen as the favourite for

the first observation of BEC in a weakly interacting gas. After a very competitive

race between several research groups, BEC was first reported by the group of

Cornell and Wieman at JILA2 in Boulder, Colorado in 1995 [15]. Anderson et al.

described the observation of a Bose condensate of 2000 atoms in a gas of 87Rb

atoms, with a critical temperature of 170 nK—a remarkable achievement indeed.

2Joint Institute for Laboratory Astrophysics.
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Very soon afterwards, the Ketterle group at MIT3 reported the observation of

BEC in a gas of 23Na atoms [16]. Also, evidence was reported for BEC in a gas

of 7Li atoms by the group of Hulet at Rice University in Houston, Texas [17].

Eventually the observation of BEC was reported in atomic hydrogen by the group

of Kleppner at MIT in 1998 [18].

In the five year period to January 2001 since the first condensate was formed,

a total of 23 different experiments around the world have reported the observation

of BEC. In the 1990’s more than one thousand papers have been published in the

field, and it seems fair to say that the experimental achievements have sparked the

recent rapid advances in this area.

1.4.1 Experimental procedure

In this section we give a summary of the procedures used in the production of alkali

Bose-Einstein condensates. While the particular details vary between experiments,

the broad outline is similar.

There are three principal steps in the formation of a Bose-Einstein condensate

in the laboratory. They are

1. Laser cooling.

2. Magnetic trapping.

3. Evaporative cooling.

Laser cooling

The cooling and trapping of neutral atoms via the use of laser light was state-of-

the-art technology in the 1980’s, but today is essentially a routine experimental

tool. For their contributions to the development of the procedure, the Nobel Prize

in physics was awarded to Steven Chu, Claude Cohen-Tannoudji, and William

Phillips in 1997.

A magneto-optical trap (MOT) is formed in a gaseous cell as follows. Three

pairs of counter-propagating laser beams, slightly red-detuned below the atomic

resonance with opposite circular polarisations, are superimposed on a magnetic

quadrupole field produced by a pair of anti-Helmholtz coils. The Zeeman sublevels

of an atom displaced from the centre of the trap are shifted by the local magnetic

3Massachusetts Institute of Technology.
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field in such a way that the atom tunes into resonance with the laser field propa-

gating in the opposite direction. The net force resulting on the atom is thus always

towards the origin. There is also a velocity-dependent force due to the Doppler

shift, and the effect is to cool and trap a sample of atoms in the region of the zero

of the magnetic field.

This technique can produce clouds ∼ 1010 atoms at a density of ∼ 1011 cm−3

and temperatures of tens of micro-Kelvin. While this is very cold, it it still ap-

proximately six orders of magnitude away from the phase-space density required

for the BEC transition. The reader interested in further details of laser cooling and

trapping is referred to one of several review papers on the subject [19, 20, 21, 22].

Magnetic trapping and evaporative cooling

The development of magnetic trapping and evaporative cooling of alkali atoms

is interlinked and so we discuss these procedures together. To reach the BEC

transition, the atomic systems must be cooled to temperatures much lower than

that attainable in a MOT. Therefore other techniques are required.

The method of evaporative cooling was first suggested by Hess, in the context

of spin-polarised hydrogen in a magnetic trap [23]. Evaporative cooling for atoms

works much as it does for hot liquids—if the hottest atoms are removed from the

system, those remaining can rethermalise via collisions. Although particles are

lost, the decrease in the temperature more than compensates and the phase-space

density will increase.

If neutral atoms are optically pumped into a low-field seeking stretched mF

state, they can be confined in a magnetic field such as that formed by a quadrupole

trap. The most energetic atoms in the system will be able to move furthest from

the centre of the trap and experience the largest magnetic field, where the Zeeman

shift will be the greatest. With the application of a suitably tuned RF field, these

hottest atoms can undergo a transition into a high-field seeking state, and thus

be selectively ejected from the system. A slowly decreasing RF frequency will cut

further into the atomic distribution as it rethermalises, continuously reducing the

temperature.

There is a difficulty with this technique in a quadrupole trap. At the centre

of the system the magnetic field is zero, and the atoms in this region are able to

undergo Majorana spin flips to untrapped mF states. The problem is worse at

lower temperatures as the cold atoms spend more time in the region of B = 0.
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Two different traps were designed to avoid this pitfall. The first was the TOP4

trap, developed at JILA [24]. In this configuration a rapidly rotating bias field is

added to the static quadrupole field, such that on average the atoms experience

a harmonic potential. At any time the zero of the magnetic field circulates about

the centre of the trap, removing hot atoms rather than a cold ones. The MIT

experiment initially used a blue-detuned laser as an “optical plug” to keep the

atoms away from the centre of the quadrupole trap. However, they later developed

a Ioffe-Pritchard type trap [25] with no region of B = 0. These traps have very

tight confinement in two dimensions, and somewhat weaker confinement in the

third.

1.4.2 Experiments today

The first BEC experiments were performed in a single vapour cell. This created

something of a dilemma—on the one hand, the vapour pressure should be relatively

high so that a large number of atoms could be captured in the MOT for transferal to

the magnetic trap. This is desirable as it means that the initial collision rate would

be high, increasing the rate of thermalisation and making the evaporative cooling

process more efficient. On the other hand, a high background vapour pressure

results in a large number of atoms at room temperature colliding with the trapped

atoms, reducing the lifetime of the sample.

Many experiments today make use of a double-MOT arrangement. The first

MOT is in a region of high vapour pressure so that many atoms can be trapped, and

the second is at a very low pressure to increase the trap lifetime. The two MOTs are

connected in such a manner that the pressure differential can be maintained. Atoms

are moved from the first MOT to the second, before transferal to the magnetic trap

and evaporative cooling. Experimental groups are divided between the use of TOP

traps that produce a somewhat oblate condensate, and Ioffe-Pritchard traps that

produce long, thin, “cigar”-shaped condensates.

Two techniques are utilised to image BECs. The first involves simply turning

off the magnetic field, and using a time-of-flight expansion to measure the velocity

distribution. In a non-spherical trap the condensate expands anisotropically due

to both the uncertainty principle and the interactions between the atoms, and this

provides one of the signatures for BEC. However, this method necessarily destroys

the system, and so to make measurements in the time domain several identical

4Time-Orbiting Potential.
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experiments must be repeated.

The second procedure is an in situ technique called phase-contrast microscopy.

It utilises the phase profile of a far-detuned laser beam passing through the system

to reconstruct a density image. While this is a non-destructive technique, it has

much lower resolution than time-of-flight imaging.

1.4.3 Effect of the trapping potential

One major difference between the experiments of today and the early theory of

BEC is the presence of a confining potential. In all cases this is well approximated

by a harmonic trap.

The inhomogeneity has some important effects. Firstly, the density of states of

the system has a different functional form (this is calculated for a harmonic trap

in Appendix C). The same procedure as applied in Sec. 1.2 to the homogeneous

ideal gas results in a critical temperature of

Tc =
~ω

kB

(

N

ζ(3)

)1/2

, (1.13)

and the condensate population varies below Tc as

N0

N
= 1 −

(

T

Tc

)3

. (1.14)

Secondly, BEC in the homogeneous case is condensation in momentum space—

the condensate is uniformly distributed in real space. However, in a trap the

condensate is localised, and below Tc a sharp spike appears in the density profile

of the system. This results in a large peak around zero velocity in a time-of-flight

image, providing further experimental evidence of the phase transition.

1.5 Important experiments

To date there have been many fascinating experiments performed using Bose-

Einstein condensates. In this section we mention a selection of these; however,

the list is by no means exhaustive. We discuss a number of these in greater detail

elsewhere in the thesis.

Both JILA and MIT have studied the excitations of BECs, at zero [26, 27] and

finite temperatures [28]. The MIT group has also considered the propagation of
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sound [29, 30].

Many groups have performed output coupling of the condensate from the mag-

netic trap, forming rudimentary atom lasers. The first “pulsed” atom laser was

observed at MIT [31], who have also observed the amplification of matter waves

[32]. Other groups have extracted continuous beams of coherent atoms from their

condensates [33, 34]. MIT have observed bosonic stimulation in the growth of a

condensate [35].

Double condensates were first observed at JILA, by coherently transferring

atoms to a second trapped magnetic state [36]. They have subsequently stud-

ied their dynamics [37] and measured their relative phase [38]. MIT were the first

to move BECs to an optical dipole trap [39]. In this configuration they have stud-

ied spinor BECs where many mF states are trapped together [40, 41]. Also, they

have tuned the scattering length of the atoms in the condensate using a Feshbach

resonance [42]. Recently, a Feshbach resonance for 85Rb was utilised to tune the

scattering length to be positive such that condensate formation was possible [43].

The atom-optical equivalent of four-wave mixing has been observed by re-

searchers at NIST5, by utilising Bragg pulses to coherently impart momentum

to the condensate [44]. The group of Hau observed the slowing of light to 17 ms−1

in a sodium BEC [45].

Experiments at Oxford [46] and MIT [47, 48] have offered evidence that a BEC

has some of the characteristic properties of a superfluid. The group of Cornell

at JILA have formed a vortex state in their BEC [49] and have studied its be-

haviour [50]. Finally, arrays of vortices have been observed by stirring a rubidium

condensate in Paris [51, 52].

1.6 Thesis outline

This thesis is concerned with the dynamics of Bose-Einstein condensation, and

in Chapter 2 we introduce much of the background theory. We begin with the

many-body Hamiltonian for the Bose-field operator and derive the formal equations

of motion. We then give derivations of two successful dynamical theories—the

Gross-Pitaevskii equation and the quantum Boltzmann equation, and discuss their

validity and application to trapped Bose gases.

In Chapter 3 we summarise the quantum kinetic theory of Gardiner, Zoller

and co-workers, and discuss its application to the problem of condensate growth.

5National Institute for Standards and Technology.
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We then consider our own work on this problem in Chapter 4. We describe our

representation of the system and the method of solution, before comparing our

results to other models of condensate growth, and finally to experimental data.

In Chapter 5 we develop a formalism for calculating the dynamics of thermal

Bose-Einstein condensates. We derive equations of motion for the condensate and

its coherent excitations, coupled to a kinetic equation for the higher lying modes of

the gas. We discuss each of the terms that arise and their solution, and link these

to experimental situations.

Chapter 6 is concerned with a simplification of the formalism of the previous

chapter. We carry out numerical simulations at finite temperature, and analyse

the resulting data in terms of equilibrium theories of BEC.

Finally in Chapter 7 we consider the future prospects of our formalism for

calculating the thermal dynamics of Bose gases.

The appendices contain derivations of several results that we use in the main

text, along with a discussion of some numerical techniques for evolving the Gross-

Pitaevskii equation. We also include a reproduction of a paper on the effect of

temperature on the excitations of a BEC with attractive interactions, to ensure

this thesis is a complete record of the author’s D. Phil. research.



Chapter 2

Dynamical quantum field

theories

Thermal field theories are important in the description of a wide range of physical

systems [53]. The achievement of Bose-Einstein condensation in a dilute gas [15,

16, 17] offers the possibility of studying the dynamics of a quantum field at finite

temperatures in the laboratory. However, making theoretical predictions for such

experiments poses many difficulties.

Equilibrium theories of BEC are now well developed [54, 55, 56], and have had

success in calculating the excitation frequencies, damping rates and fluctuations

of a condensate in the presence of non-condensed atoms. While there are still

some discrepancies between experiment and theory, such as the m = 2 collective

excitation measured at JILA [28], there are suggestions that more sophisticated

calculations will resolve these differences [57].

The non-equilibrium dynamics of Bose-Einstein condensates in the presence of

a thermal vapour poses an even greater theoretical challenge. The major difficulty

lies in describing both the coherent and incoherent processes that can occur in the

system when both a condensate and a significant thermal fraction are present.

In this chapter we introduce the second quantised many-body Hamiltonian from

which all theories of BEC begin. We then outline how the real interatomic potential

that appears in this Hamiltonian may be replaced by the two-body T-matrix. This

simplifies the resulting theories because the T-matrix can by well approximated by

a delta-function potential for low-energy scattering.

13
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We then discuss the derivation of two successful dynamical theories of a Bose

gas. The first, the Gross-Pitaevskii equation, is usually assumed to be valid in

the T = 0 limit when the entire system is condensed. The second, the quantum

Boltzmann equation, is valid for T > Tc when there is no condensate present.

This thesis is concerned with the development and implementation of theoretical

methods to describe Bose gases in the intermediate region between T = 0 and

T = Tc. In Chapters 3 and 4 we extend the quantum Boltzmann description to

describe the formation of a condensate. In Chapter 5 we develop a formalism based

on the Gross-Pitaevskii equation to describe BECs at finite temperature, and in

Chapter 6 we present results from simulations based on this approach.

2.1 The BEC Hamiltonian

Quantum field theories for Bose-Einstein condensation in dilute gases begin with

the second quantised many-body Hamiltonian for a system of identical, structure-

less bosons with pair interactions. The gas is assumed to be dilute enough that

three-body events are rare and can be neglected, a condition well-satisfied in ex-

periments on evaporatively-cooled alkali atoms. The Hamiltonian can be written

as

Ĥ = Ĥ0 + ĤI , (2.1)

Ĥ0 =

∫

d3x Ψ̂†(x, t)ĤspΨ̂(x, t), (2.2)

ĤI =
1

2

∫

d3x

∫

d3x′ Ψ̂†(x, t)Ψ̂†(x′, t)V (x − x′)Ψ̂(x′, t)Ψ̂(x, t). (2.3)

The non-interacting part of the Hamiltonian, Ĥ0, corresponds to an ideal gas, and

can be diagonalised exactly. The quantity ĤI describes two-body interactions via

the interatomic potential V (x). The field operator Ψ̂(x, t) annihilates a single

boson of mass m at position x and time t, and obeys the equal time commutation

relations
[

Ψ̂(x, t), Ψ̂(x′, t)
]

=
[

Ψ̂†(x, t), Ψ̂†(x′, t)
]

= 0, (2.4)

[

Ψ̂(x, t), Ψ̂†(x′, t)
]

= δ(x − x′). (2.5)

The field operator is normalised such that

∫

d3x Ψ̂†(x, t)Ψ̂(x, t) = N̂ , (2.6)
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where N̂ is the particle number operator of the system. We find that the commu-

tator [N̂ , Ĥ] = 0, and so the number of particles N is a constant of the motion.

The single particle Hamiltonian is

Ĥsp = − ~
2

2m
∇2 + Vtrap(x), (2.7)

where Vtrap(x) is the external confining potential of the system. If this is non-zero

then the system is called inhomogeneous, because in equilibrium the field operator

is dependent on position. However, in this thesis we also consider the homogeneous

case, in which Vtrap(x) is set to zero. The ideal gas Hamiltonian Ĥ0, Eq. (2.2),

can be diagonalised exactly by the eigenvectors of Ĥsp, which we denote as the

set {φn}.
The interaction part of the Hamiltonian ĤI describes binary collisions, and the

term V (x − x′) is the actual interatomic potential between two particles. Using

the Heisenberg equation

i~
dÂ

dt
= [Â, Ĥ], (2.8)

assuming that Â has no explicit time dependence, we find the equation of motion

for the field operator

i~
∂Ψ̂(x, t)

∂t
= ĤspΨ̂(x, t) +

∫

d3x′ Ψ̂†(x′, t)V (x − x′)Ψ̂(x′, t)Ψ̂(x, t). (2.9)

Practically, this equation is impossible to solve for realistic systems.

2.1.1 Basis set representation

It is useful to expand the field operator on a basis set

Ψ̂(x, t) =
∑

n

ân(t)φn(x), (2.10)

where ân(t) annihilates a particle in mode n at time t. These operators obey the

equal-time commutation relations

[âm, ân] =
[

â†m, â
†
n

]

= 0, (2.11)

[

âm, â
†
n

]

= δmn. (2.12)
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where we have dropped the time labels for clarity. If we substitute Eq. (2.10) into

the Hamiltonian Eq. (2.1) and take the set {φn} to be the eigenvectors of Ĥsp, we

find

Ĥ =
∑

n

~ωnâ
†
nân +

1

2

∑

pqmn

〈pq|V |mn〉â†pâ†qâmân, (2.13)

where we have defined the symmetrised matrix element

〈pq|V |mn〉 =
1

2

∫

d3x

∫

d3x′ φ∗
p(x)φ∗

q(x
′)V (x − x′)φm(x′)φn(x)

+
1

2

∫

d3x

∫

d3x′ φ∗
p(x)φ∗

q(x
′)V (x − x′)φn(x′)φm(x). (2.14)

This definition may seem superfluous at this stage, but in Chapter 5 it significantly

reduces the length of the equations of motion we derive. Equation (2.14) repre-

sents both direct and exchange collisions, which are physically indistinguishable for

identical bosons.

The Heisenberg equation of motion for the individual mode operator âp is there-

fore

i~
dâp

dt
= ~ωpâp +

∑

qmn

〈pq|V |mn〉â†qâmân. (2.15)

We can eliminate the free evolution of the operators by defining

ãp = âpe
iωpt, (2.16)

so that the equation of motion for the annihilation operator becomes

i~
dãp

dt
=
∑

qmn

〈pq|V |mn〉ã†qãmãne
i(ωp+ωq−ωm−ωn)t. (2.17)

This will be useful later where we will assume, under certain circumstances, that

the operator ã is slowly varying.

2.2 Effective low-energy Hamiltonian

The Hamiltonian described in the previous section contains spatial integrals over

the bare interatomic potential V (x) between two atoms. However, it is well-known

that at low temperatures the scattering of neutral atoms in three dimensions can be
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described by the s-wave scattering length a [58]. This parameter is often introduced

into the theory by replacing the real interatomic potential by the contact potential

V (x − x′) → U0δ(x − x′), U0 =
4π~

2a

m
. (2.18)

The interaction strength U0 can be shown to arise from the increase in kinetic energy

of a two-particle wave function, when an excluded region of radius a is introduced

corresponding to a hard sphere interaction potential [59]. The contact potential

approximation, however, can lead to ultraviolet divergences in theories of BEC if

it is simply substituted into the Hamiltonian of Eq. (2.1). This is not surprising,

as the delta-function potential can scatter high-energy atoms just as effectively as

low-energy atoms. Physically this is unrealistic, as momentum transfer between

atoms will vanish at high momenta (k > 1/a). The contact potential is a low-

energy approximation, and care must be taken when summing over high energy

states.

The ultraviolet renormalisation of the theory can be achieved by introducing

the two-body T-matrix into the Hamiltonian, resulting in a high-momentum cutoff

to the the states considered. We feel that this issue is important for this thesis and

we give an outline of the procedure in this section. We closely follow Chapter 5

and Appendix C of the thesis of Morgan, and refer the reader to Ref. [54] for

further details. The issue of renormalisation and the introduction of the two-body

and many-body T-matrices has also been considered by Stoof [60] and Proukakis

[61, 62].

2.2.1 The two-body T-matrix

The two-body T-matrix describes the scattering of two particles in a vacuum, and

is defined by the Lippmann-Schwinger equation

T2b(z) = V + V
1

z − Ĥsp

T2b(z), (2.19)

where z is the (generally complex) energy of the collision. Inserting a complete set

of eigenfunctions of Ĥsp gives

T2b(z) = V + V
∑

pq

|pq〉 1

z − εp − εq
〈pq|T2b(z), (2.20)
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= +T2b T2b

p q



Figure 2.1: A diagrammatic representation of the Lippmann-Schwinger equation for the
two-body T-matrix, Eq. (2.19).

where εp, εq are single particle energies, and |pq〉 is a two-particle eigenstate describ-

ing an intermediate state in a collision. The two-body T-matrix includes all ladder

diagrams that arise in the collision of two particles in vacuo, and is represented

diagrammatically in Fig. 2.1.

In the homogeneous case the eigenfunctions of Ĥsp are plane-waves, and in the

limit that the volume of the system Ω → ∞, the T-matrix can be written as

T2b(k
′,k, z) = V (k′ − k) +

1

(2π)3

∫

d3k′′V (k′′ − k′)T2b(k
′′,k′, z)

z − (~k′′)2/2m̃
, (2.21)

where

V (k) =

∫

d3xV (x) e−ik·x, (2.22)

T2b(k
′,k, z) =

∫

d3x′

∫

d3x e−ik′·x′

T2b(x
′,x, z) eik·x, (2.23)

and ~k, ~k′ are the initial and final relative momenta of the colliding atoms, m̃ =

m/2 is the reduced mass, and z has been redefined to include the centre of mass

energy of the colliding pair.

Reference [58] shows that in the limit that the colliding pair of particles conserve

energy and momentum, the homogeneous two-body T-matrix can be written as a

partial-wave expansion in terms of the phase shifts φl(k) caused by the interatomic

potential as

lim
δ→0
k′=k

T2b(k
′,k, εk + iδ) = −4π~

2

m

∞
∑

l=0

(2l + 1)

k
eiφl(k) sinφl(k)Pl(cos θ), (2.24)
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where εk = ~
2k2/2m̃ and θ is the angle between k and k′.

At low energy (when ka � 1) only s-wave scattering is important. For a hard

sphere of radius a the s-wave phase shift is φ0(k) = −ka, and the same result applies

for a wide range of more general potentials, where the quantity a is interpreted

as the s-wave scattering length. Therefore we can truncate the summation of

Eq. (2.24) to the first term, and we have

lim
δ→0
k′=k

T2b(k
′,k, εk + iδ) =

4π~
2a

m
+ O(ka). (2.25)

Thus for low-energy scattering, the spatial representation of the T-matrix can be

taken to be the contact potential

T2b(x
′,x, z = 0) ∼ 4π~

2a

m
δ(x′ − x) δ(x),

= U0 δ(x
′ − x) δ(x). (2.26)

Experimental measurements of the scattering length therefore correspond to the

determination of the low-energy on-shell limit of the two-body T-matrix. To avoid

ultraviolet divergences in calculations beyond first-order perturbation theory, we

should replace not the interatomic potential V (x), but rather the two-body T-

matrix T2b(z) with the contact potential.

2.2.2 Elimination of high-energy states

In the previous subsection we discussed how the simple replacement of the in-

teratomic potential with the contact potential is incorrect. In this subsection we

identify how to introduce the two-body T-matrix into the theory.

We consider the equation of motion for the field operator in the basis diagonalis-

ing Ĥ0, Eq. (2.17). For dilute systems at low temperature only a finite energy-range

of states will be occupied, and so the basis can be divided into two bands—a low-

energy region L that contains all the particles in the system, and a high-energy

region H that contains all the remaining unoccupied levels.

By arguing that matrix elements in Eq. (2.17) containing only one high index

will be negligible, we can approximate the equation of motion for the low-energy
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state p by

i~
dãp

dt
=

L
∑

qmn

〈pq|V |mn〉ã†qãmãne
i(ωp+ωq−ωm−ωn)t

+
L
∑

q

H
∑

mn

〈pq|V |mn〉ã†qãmãne
i(ωp+ωq−ωm−ωn)t, (2.27)

where
∑H

mn means both the indices m and n are high, and L indicates that only

low-energy states are included in the summation.

The effect of interactions on the high-energy states is small, and they evolve

on a time scale that is short compared to the characteristic time for the evolution

of the low-energy states. Therefore it is possible to approximately integrate the

equation of motion for the second term on the right-hand side of Eq. (2.27), and

replace it with operators that act only on the low-energy states (see Appendix C

of Ref. [54] for the details.) Inserting the result of this procedure into Eq. (2.27),

we find

i~
dãp

dt
=

L
∑

qmn

〈pq|TH |mn〉ã†qãmãne
i(ωp+ωq−ωm−ωn)t, (2.28)

where we have defined the restricted two-body T-matrix

TH = V +
H
∑

pq

V |pq〉 1

−(εp + εq)
〈pq|TH . (2.29)

This is the same expression as for the full two-body T-matrix of Eq. (2.19), except

for the fact that the sum over intermediate states is restricted to the high-energy

subspace H.

The second step in the calculation is to replace the restricted T-matrix with

the full two-body T-matrix. This can be done via a Born approximation on the

expression for T2b in terms of TH .1 The major effect is simply to replace TH with T2b

in all the matrix elements, whilst renormalising quantities that are otherwise infinite

when the contact potential approximation is made. The Born approximation is

valid as long as

na3 � 1, T = 0, (2.30)

a/Λ � 1, T > 0, (2.31)

1We stress that this is not the same as a Born approximation for T2b in terms of the interatomic
potential V, which is not valid at low energy.
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i.e. the dilute gas criterion is satisfied at zero temperature, and the de Broglie

wavelength of the atoms Λ is much larger than the scattering length at finite

temperature. The scattering length of the alkalis is typically a few nanometres,

whereas the thermal de Broglie wavelength in the region of condensation is a few

microns, so both these conditions are well satisfied in recent experiments on Bose-

Einstein condensation above and below the critical temperature.

2.2.3 Conclusion

In this section we have shown that in the equation of motion for the occupied states

of a dilute gas at low temperature, the interatomic potential can be replaced by a

T-matrix if we introduce a high-energy cutoff to the states considered. Thus, the

effective low-energy Hamiltonian is

Ĥeff =
L
∑

n

~ωnâ
†
nân +

1

2

L
∑

pqmn

〈pq|TH |mn〉â†pâ†qâmân, (2.32)

as this leads directly to the equation of motion Eq. (2.28).

In three dimensions we can replace the restricted T-matrix TH by a contact

potential with two caveats:

1. There is a high-energy cutoff to the theory, and all particles in the system

must fall well below this energy.

2. In any theory terms will arise that involve sums to the cutoff. Some of these

have already been included in the theory with the replacement of TH with

T2b, and so such contributions must be renormalised.

These issues are explained in greater detail in Ref. [54]. For the remainder of this

thesis we shall make use of the naive replacement of the interatomic potential by

the contact potential, but we shall note where care must be taken.

2.3 The Gross-Pitaevskii equation at T = 0

The Gross-Pitaevskii equation (GPE) is a form of nonlinear Schrödinger equation

(NLSE) that has been successfully used to describe the static and dynamic prop-

erties of Bose-Einsten condensates at very low temperatures. It was first derived

in the early 1960’s as a phenomenological description of superfluid helium [63], but
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has formed the basis of much research since the first observation of BEC in alkali

gases. The form of the equation is simple, yet it contains a rich variety of features.

2.3.1 Derivation

The most usual form of the GPE can be derived from the spatial representation of

the equation of motion for the Bose field operator, Eq. (2.9). We assume that the

field operator has a mean value and can be written as

Ψ̂(x, t) = ψ(x, t) + δ̂(x, t), (2.33)

where ψ(x, t) = 〈Ψ̂(x, t)〉, and δ̂(x, t) represents the remaining quantum fluctu-

ations of the field. The mean field description is equivalent to representing the

condensate by a coherent state with a definite phase, and breaks the gauge sym-

metry of the Bose Hamiltonian. We substitute Eq. (2.33) into Eq. (2.9) and make

use of the contact potential approximation. Taking the expectation value (while

remembering that 〈δ̂(x, t)〉 = 0 by definition), we find

i~
∂ψ

∂t
= Ĥspψ + U0|ψ|2ψ + U0

[

〈δ̂†δ̂〉ψ + 〈δ̂δ̂〉ψ∗ + 〈δ̂†δ̂δ̂〉
]

, (2.34)

where we have dropped the space and time labels for clarity. The terms involving

the operators δ̂ can be interpreted as follows:

〈δ̂†δ̂〉 : The mean field of the uncondensed particles that acts on the condensate.

For the case where the large majority of the particles are condensed this can

be neglected.

〈δ̂†δ̂δ̂〉 : Represents a collision between two uncondensed particles in which one of

them is transferred to the condensate. Due to the lack of non-condensed

particles in the limit of high condensate fraction, this can also be neglected.

〈δ̂δ̂〉 : This term is known as the anomalous average. It represents the modification

of the interaction between two condensate atoms due to virtual processes in

which they make transitions to excited states before returning to the con-

densate. A naive calculation shows that this quantity is ultraviolet diver-

gent; however, the dominant contribution from this term has already been

accounted for by the introduction of the contact potential approximation.

Thus it must be renormalised, and at T = 0 the remainder can be neglected

[54, 61].
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While these approximations are valid at zero temperature, terms involving δ̂ be-

come important at finite temperature and this issue will be discussed in Chapter 5

of this thesis. For the case T → 0, we are left with the famous and successful

Gross-Pitaevskii equation

i~
∂ψ(x, t)

∂t
= Ĥspψ(x, t) + U0|ψ(x, t)|2ψ(x, t), (2.35)

in which the wave function is normalised to the number of particles in the system.

Often, the wave function is renormalised to unity, and as this is a nonlinear equation

the coefficient of the nonlinear term becomes NU0.

2.3.2 Time-independent GPE

If we make the substitution

ψ(x, t) = ψ(x) e−iλt/~, (2.36)

into the GPE of Eq. (2.35) we get the time-independent GPE

λψ(x) = Ĥspψ(x) + U0|ψ(x)|2ψ(x), (2.37)

where λ is the condensate eigenvalue. This is often written as µ and called the

chemical potential, which is somewhat misleading. The chemical potential is a

thermodynamic quantity that is determined by temperature and the number of

particles in the system, and the two quantities are only identical in the thermody-

namic limit. While λ− µ is very small when the system is condensed, there is an

important difference between them at finite temperatures. If there are n0 atoms in

the condensate then in equilibrium we have

λ = µ+ kBT ln

(

1 +
1

n0

)

. (2.38)

In Chapters 3 and 4 of this thesis on the growth of a BEC we shall use the notation

λ = µC(n0).

In general Eq. (2.37) must be solved numerically, and methods for its solution

have been discussed in the literature [64].
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2.3.3 Thomas-Fermi solution

A very useful approximate solution for the ground state wave function in a trap

can be found in the limit that there are a large number of atoms present. In

this instance the kinetic energy is much smaller than the interaction energy or the

potential energy due to the trap. Therefore, we can neglect the ∇2 operator in Ĥsp

of Eq. (2.37) to find a solution for the wave function of

ψ(x) =

√

λ− Vtrap(x)

U0

for λ > Vtrap(x), (2.39)

and zero elsewhere. If we consider a generic three-dimensional harmonic oscillator

potential for the trap

Vtrap(x) =
m

2

(

ω2
xx

2 + ω2
yy

2 + ω2
zz

2
)

, (2.40)

and use the fact that the wave function is normalised to N , we find the Thomas-

Fermi relationship between the condensate eigenvalue and the number of atoms in

the system

λ =

(

15NU0

64π~ω̄

)2/5(
2mω̄

~

)3/5

, (2.41)

where we have defined the geometrical average of the trap constants

ω̄ = (ωxωyωz)
1/3. (2.42)

We can see that the dependence of the condensate energy on the number of atoms

is very weak in the large N limit, having the form λ ∝ N 2/5. The change in size of

the condensate with the number of atoms in this limit is also very slow; the extent

of the wave function along each axis being

ri =

(

2λ

mωi

)1/2

∝ N1/5, (2.43)

with i ∈ {x, y, z}.

2.3.4 Collective excitations

The GPE can be used to find the shapes and frequencies of the excitations of a

Bose-Einstein condensate. The collective excitations of the ground state are the
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normal modes of the system, and are hence quasiparticles.

The quasiparticle modes can be found by considering a small disturbance to

the condensate and linearising with respect to it. Because the nonlinear term in

Eq. (2.35) couples waves travelling in opposite directions, we look for a solution of

the form

ψ(x, t) = e−iλt/~

[

ψ0(x) +
∑

i

{

ui(x)cie
−iωit + v∗i (x)c∗i e

+iωit
}

]

, (2.44)

where the wave function ψ0(x) is the ground-state solution of the time-independent

GPE, Eq. (2.37), with eigenvalue λ, and the coefficients {ci} are constants. If

we substitute this into Eq. (2.35), linearise with respect to the ci’s and equate

coefficients of e±iωit, we obtain the Bogoliubov-de Gennes (BdG) equations

Lui(x) + U0ψ0(x)2vi(x) = ~ωi, (2.45)

Lvi(x) + U0ψ
∗
0(x)2ui(x) = −~ωi, (2.46)

where

L = Ĥsp − λ+ 2U0|ψ0(x)|2. (2.47)

The functions {ui, vi} obey the orthogonality and symmetry relations

∫

d3x
{

ui(x)u∗j(x) − vi(x)v∗j (x)
}

= δij , (2.48)
∫

d3x {ui(x)vj(x) − vi(x)uj(x)} = 0. (2.49)

The BdG equations can be solved analytically in the homogeneous case, but in

general they must be solved numerically.

While the BdG equations can be derived from the GPE, they were first derived

from the fully quantum many-body Hamiltonian by Bogoliubov in 1947, when he

considered the excitations of superfluid helium [8]. In this approach we make the

substitution

Ψ(x, t) = e−iλt/~

[

ψ0(x) + δ̂(x, t)
]

, (2.50)

in the Hamiltonian Eq. (2.1), and discard terms cubic and quartic in the δ̂(x, t).

This leaves us with a quadratic Hamiltonian, which can be diagonalised exactly by
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the Bogoliubov transformation

δ̂(x, t) =
∑

i

{

ui(x)b̂i(t) + v∗i (x)b̂†i (t)
}

, (2.51)

if the wave function ψ0(x) is a solution of the time-independent GPE and the

functions {ui, vi} satisfy

∫

d3x
{

u∗i [Luj + U0ψ
2
0vj] + v∗j [Lvj + U0ψ

∗2
0 uj ]

}

= ~ωiδij, (2.52)
∫

d3x
{

ui[Lvj + U0ψ
∗2
0 uj] + vj[Luj + U0ψ

2
0vj]
}

= 0, (2.53)

where the space labels have been dropped for clarity. The operators {b̂i} obey the

usual Bose commutation relations, and for the transformation to be canonical the

functions {ui, vi} must also satisfy the orthonormality and symmetry requirements

of Eqs. (2.48) and (2.49). Equations (2.52) and (2.53) are solved by the BdG

equations (2.45) and (2.46).

2.3.5 Experimental verification

The GPE has been used very successfully to both quantitatively and qualitatively

model several experiments on trapped Bose-Einstein condensates. In this section

we briefly discuss a few of these.

Ballistic expansion

In the first observation of BEC at JILA [15], one piece of evidence that a condensate

had formed was the anisotropy of the density distribution of the system after it

underwent ballistic expansion. The tighter confinement in the z-direction meant

that after release from the trap, the condensate expanded faster along the vertical

axis. This was modelled quantitatively by Holland and Cooper who evolved a

cylindrically symmetric GPE for the experimental conditions [65].

In Ref. [66] Castin and Dum derive a set of analytic equations to describe the

evolution of a Thomas-Fermi limit BEC in a time-dependent harmonic trap. These

are frequently used in experiments to model the ballistic expansion of condensates,

and to determine the number of atoms present [67].
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Excitation frequencies

One of the first experiments carried out on the newly-formed BECs at both JILA

and MIT was the measurement of the excitation frequencies, and their dependence

on condensate number at zero temperature [26, 27]. The excitation frequencies of

the JILA experiment for T = 0 were calculated by Edwards et al. [68]. They solve

the BdG equations numerically, and the results are in excellent agreement with

experiment. Other papers also consider condensate excitation frequencies using

the GPE:

1. Fetter calculates the low-lying excitations of a condensate in an isotropic

harmonic trap in the Thomas-Fermi limit [69].

2. Singh and Rokshar solve the BdG equations using a variational basis set

method for the isotropic harmonic trap, for a range of interaction strengths

including the attractive case [70].

3. Pérez-Garćıa et al. find the low-energy excitations by solving the time depen-

dent GPE using a variational procedure with a gaussian ansatz for the wave

function [71].

4. Stringari finds analytic formulae in the Thomas-Fermi limit for all excitation

frequencies of a condensate in an isotropic harmonic trap, as well as for some

modes of an anisotropic trap [72].

The excitation frequencies of a condensate at finite temperature were also mea-

sured at JILA [28]. It was found that the linearised GPE solutions gave good

predictions of the frequencies up to T = 0.6Tc if the number of atoms was taken to

be the number measured in the condensate.

Interference of two condensates

The interference of two BECs was suggested as an experiment by Hoston and You

[73] as demonstration that a ground state condensate is well approximated by a

coherent state. They used the GPE to demonstrate the formation of interference

fringes, and Wallis et al. determined the experimental regime in which fringes could

be measured [74].

Soon after in an experiment at MIT, Andrews et al. formed two separate Bose-

Einstein condensates in a double-well potential. These were then released from

the trap and allowed to ballistically expand. With the use of a clever imaging
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technique, they were able to observe interference between the two condensates [75].

Röhrl et al. [76] calculated the expected fringe spacing based on the parameters of

Ref. [75], and found good agreement between theory and experiment.

Four-wave mixing

In Ref. [77] Trippenbach et al. investigate the possibility of the atom-optical ana-

logue of four-wave mixing (4WM). In nonlinear optics, 4WM is the interaction of

three wavelengths of light in a nonlinear medium such that a fourth wavelength is

generated. It can be thought of as a photon from each of two beams interacting

via the medium. If energy and momentum can be conserved, one photon can be

stimulated into the third beam, with a fourth beam also being produced.

Trippenbach et al. suggested that the same process could be observed with three

BECs, each with a different momentum. They performed calculations using the

2D and 3D GPE suggesting that 4WM could be observed experimentally, although

it would be different from the optical case due to the different energy-momentum

dispersion relation.

An experiment was soon performed by the group of W. D. Phillips at NIST

[44]. In the same paper, they model their experiment using the GPE, finding good

agreement with their observations. The authors of Ref. [77] have recently carried

out a more detailed study of 4WM with BECs in Ref. [78].

Superfluidity

There has been much literature on the link between Bose-Einstein condensation

and superfluidity. Here we concentrate on two situations that provide evidence

that a trapped BEC is a superfluid.

In Ref. [79] Guèry-Odelin and Stringari propose an experiment that offers evi-

dence of the superfluidity of a Bose condensate. They suggest that the “scissors”

mode of a condensate in a cylindrically symmetric harmonic trap can be excited by

a small, sudden rotation of the trap about the x-axis. In an uncondensed gas this

would excite two modes of oscillation, one rotational and one irrotational. How-

ever, the GPE predicts that only irrotational flow should be observed for a Bose

condensate, and this is a characteristic property of superfluids.

Soon afterwards, Maragó et al. performed this experiment for both a pure con-

densate and an uncondensed cloud [46]. As predicted, only irrotational flow was

observed for the condensate. This experiment has now been extended to finite
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temperature, and the frequency shifts and damping rates have been measured [80].

Also, the MIT group have studied the effect of stirring a BEC with a blue-

detuned laser beam. By the use of time-of-flight imaging they initially determined

that there was a critical velocity of the laser beam above which significant heating

of the condensate was observed [47]. Later they carried out a more quantitative

analysis using non-destructive imaging techniques during the stirring process [48].

The observed flow pattern showed a critical velocity for the onset of a drag force

between the laser beam and the condensate, in agreement with their earlier ex-

periments. The existence of a critical velocity below which there is suppressed

dissipation is another characteristic property of superfluids.

Similar scenarios have been studied using the GPE by Adams and co-workers

[81]. They found that at velocities below a critical value, an almost negligible

amount of energy is transferred to the system by the excitation of phonons at the

motion extrema. Above the critical velocity, however, larger energy transfer occurs

via vortex formation. This corresponds to significant heating in agreement with

the MIT observations.

2.4 Kinetic theory

The problem of kinetic theory dates back to the late nineteenth century and the

realm of classical physics. Part of its aim is to derive the thermodynamics of a dilute

gas from a microscopic theory of particle collisions. In this section we introduce the

Boltzmann transport equation that describes the evolution of a classical gas, and

its extension to include the effects of quantum statistics. This extension is known

as the quantum Boltzmann equation (QBE), and we derive it from the Bose field

Hamiltonian of Eq. (2.1). Finally we consider this equation in the limit of large

occupation numbers.

2.4.1 The Boltzmann transport equation

The system under consideration is a dilute gas of N particles in a box of volume Ω.

The details of the dynamics of the individual molecules are not important; instead

we are interested in the distribution function of the gas such that

f(p,x)
d3p d3x

h3
, (2.54)
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is the number of molecules in the volume d3x about position x with a momentum

in the range d3p about p. By considering the motion of the particles between phase

space volume elements, it can be shown that the distribution function obeys

(

∂

∂t
+

p

m
· ∇x + F · ∇p

)

f(p,x) =

(

∂f

∂t

)

coll

, (2.55)

where F is the external force acting on a particle2, and (∂f/∂t)coll describes the

rate of change of the distribution function due to collisions.

The quantity (∂f/∂t)coll can be calculated using classical mechanics, or via

quantum mechanical scattering theory [4]. For binary collisions in a classical gas

we find

(

∂f

∂t

)

coll

=
σ

8πm2~3

∫

d3p2d
3p3d

3p4 δ(p + p2 − p3 − p4) δ(ε+ ε2 − ε3 − ε4)

×
{

f(p3,x)f(p4,x) − f(p,x)f(p2,x)

}

, (2.56)

where ε = p2/2m is the energy of a particle with momentum p, and σ is the s-

wave scattering cross-section, related to the scattering length via σ = 8πa2. The

delta functions in Eq. (2.56) ensure that momentum and energy are conserved in

individual collisions. The combination of Eqs. (2.55) and (2.56) yield the classical

Boltzmann transport equation.

Three assumptions are made in the derivation of the Boltzmann equation:

1. The thermal de Broglie wavelengths of the particles are much smaller than

the interparticle separation, i.e.

nΛ3 � 1, (2.57)

where n = N/Ω and Λ = ~/
√

2mkBT . This is the definition of the phase-

space density, and this condition ensures that we are away from the realm of

quantum degeneracy.

2. The dilute gas criteria na3 � 1 is satisfied, so that only binary collisions need

be considered.

3. The momenta of any two particles in a volume element d3x are assumed to

be uncorrelated, such that the probability of finding them simultaneously

2In a trap we will, of course, have F = −∇xVtrap(x).
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is simply the product of finding each individually. This is known as the

assumption of molecular chaos. While collisions will cause correlations, we

are effectively making the Markov approximation—that the correlation will

be unimportant on the time scale that we are interested in.

In general these assumptions are well satisfied, and the Boltzmann equation gives

an excellent dynamical description of cold alkali gases. It has been used to study

the dynamics of a Bose gas from the point at which it is transferred to the magnetic

trap and evaporatively cooled [82, 83, 84, 85]. It is only near the regime of quantum

degeneracy that it fails.

The Boltzmann equation is difficult to solve numerically, and two important

techniques have been applied in its solution. The first is a Monte Carlo method

that simulates a large number of trajectories, each representing a sample of the

atoms in the gas [86]. This has the advantage of being fully three-dimensional, but

it introduces statistical noise into the calculations.

The second technique is to simplify the equation using the assumption of

ergodicity—that the distribution function of the system depends only on the energy

of the particles. By applying the operation

∫

d3x

∫

d3p δ(ε(p,x) − ε), (2.58)

to both sides of the full Boltzmann equation, it is possible to derive the ergodic

Boltzmann equation [84]

g(ε)
∂f(ε)

∂t
=

mσ

π2~3

∫

dε2dε3dε4 δ(∆)g(εmin){f(ε3)f(ε4) − f(ε)f(ε2)}. (2.59)

where ∆ = ε + ε2 − ε3 − ε4, εmin = min(ε, ε2, ε3, ε4) and the function g(ε) is the

density of states of the system. This describes the number of quantum levels of the

system with energies between ε and ε+ dε, and its functional form for a harmonic

trap is derived in Appendix C.

The assumption of ergodicity greatly simplifies the numerical problem to be

solved, and we make use of it in this thesis. There can be situations when it is

not appropriate; however, studies have shown that any non-ergodicity in the initial

distribution is damped on the scale of a few collision times [87, 82]. Therefore

it seems a reasonable approximation to make if we are interested in longer time

scales.
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2.4.2 The quantum Boltzmann equation

The quantum Boltzmann equation (QBE) is the extension of the Boltzmann equa-

tion to include the quantum statistical effects of particle scattering in the system

[88]. It can be written as

(

∂

∂t
+

~K

m
· ∇x − 1

~
∇xVtrap(x) · ∇K

)

f(K,x)

=
U2

0

4π3~2

∫

d3K2

∫

d3K3

∫

d3K4 δ(K + K2 − K3 − K4) δ(ω + ω2 − ω3 − ω4)

×
{[

1 ± f(K,x)

][

1 ± f(K2,x)

]

f(K3,x)f(K4,x)

− f(K,x)f(K2,x)

[

1 ± f(K3,x)

][

1 ± f(K4,x)

]}

, (2.60)

where the upper (lower) signs correspond to bosons (fermions), and we have re-

defined our distribution function in terms of K = p/~. The factors [1 ± f(K,x)]

describe the stimulation (bosons) or suppression (fermions) of the scattering pro-

cesses for each type of particle. We can see that if the number of particles in a

phase-space cell f(K,x) � 1, then we can approximate 1 + f(K,x) ≈ 1 and the

QBE reduces exactly to the Boltzmann equation.

As was the case with the Boltzmann equation, the QBE can also be converted

to an ergodic form, and several authors have considered this simplified equation.

For example, Snoke and Wolf used the ergodic QBE to determine whether BEC

was possible in a gas of excitons [89], while Kagan et al. considered the time for

formation of a condensate in a weakly-interacting Bose gas [90]. Holland et al.

studied the formation of a condensate in an ideal gas in a spherical harmonic

trap [91], and finally Yamashita et al. [92] extended the truncated Boltzmann

approximation of Luiten et al. [84] to the QBE to study condensate formation.

2.4.3 Derivation of the QBE

The quantum Boltzmann equation gives an accurate description of the time evolu-

tion of a Bose gas well above the transition temperature. In this regime the mean

time between particle collisions is long compared to the duration of a collision, and

so the eigenstates of Ĥ0 provide a good basis. This means that the interaction part

of the Hamiltonian ĤI can be treated as a perturbation.

The operators ãp have no mean value above the transition temperature, and

so we want an equation of motion for the mean number of particles in mode p,
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〈n̂p〉 = 〈ã†pãp〉. From Eq. (2.17) we find

dn̂p

dt
= − i

~

∑

qmn

〈pq|V |mn〉ã†pã†qãmãne
i(ωp+ωq−ωm−ωn)t + h.c., (2.61)

where h.c. is the hermitian conjugate. To attempt to find a closed expression for

the evolution of n̂p, we can find an equation of motion for the quantity ã†pã
†
qãmãn

which appears on the right-hand side of Eq. (2.61). However, this new equation for

four operators contains terms involving six operators, and the equations of motion

for six operators involve eight operators and so on. Instead, we truncate this series

at the first iteration, approximately solve the equation for ã†pã
†
qãmãn and substitute

the result back into Eq. (2.61).

One way to derive an equation of motion for ã†pã
†
qãmãn would be to commute it

with the Hamiltonian. Another equivalent method (which will be useful for other

purposes later) is simply to use the chain rule. We can formally write the solution

as

ã†pã
†
qãmãn =

∫ t

−∞

dt′
d

dt′
(

ã†pã
†
qãmãn

)

,

=

∫ t

−∞

dt′

[

dã†p
dt′

ã†qãmãn + ã†p
dã†q
dt′

ãmãn + ã†pã
†
q

dãm

dt′
ãn + ã†pã

†
qãm

dãn

dt′

]

.

(2.62)

We now substitute Eq. (2.17) for each of the dâk/dt. This leaves us with a long

and complicated expression, and working with it is predominantly an exercise in

keeping track of subscripts. Instead, as an outline of the full calculation we consider

only the last term of Eq. (2.62). We have

∫ t

−∞

dt′
(

ã†pã
†
qãm

dãn

dt′

)

= − i

~

∑

jkl

δin〈ij|V |kl〉
∫ t

−∞

dt′ã†pã
†
qãmã

†
j ãkãle

i(ωi+ωj−ωk−ωl)t
′

,

= − i

~

∑

jkl

δin〈ij|V |kl〉
∫ t

−∞

dt′

×(ã†pã
†
qã

†
j ãmãkãl + ã†pã

†
qãkãlδmj)e

i(ωi+ωj−ωk−ωl)t
′

. (2.63)

where we have arranged the creation and annihilation operators in normal order.

It is at this stage that we introduce our first approximation. The free evolution
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of the operators has already been removed and so assuming the interaction is

a perturbation, over the period of the integral most of the time dependence is

contained in the exponential. We can therefore take the operators outside of the

integral, and replace their time dependence by the time at the upper limit. (See

Appendix A for further details of this approximation.) Implicit in this procedure is

the Markov approximation, that assumes that correlations between the operators

are unimportant on the time scale of interest. The integral then leaves us with a

delta function when the frequencies of the modes add to zero, and a principal part

when they do not. We assume that the principal part is negligible, which leaves us

with

∫ t

−∞

dt′
(

ã†pã
†
qãm

dãn

dt′

)

= − iπ
~

∑

jkl

δin〈ij|V |kl〉δ(ωi + ωj − ωk − ωl)

×(ã†pã
†
qã

†
j ãmãkãl + ã†pã

†
qãkãlδmj). (2.64)

Combining all the terms that arise out of this procedure, and making use of the

symmetries of the indices, Eq. (2.61) becomes

dn̂p

dt
=

2π

~2

∑

qmn

ijkl

〈pq|V |mn〉〈ij|V |kl〉δ(ωi + ωj − ωk − ωl)

×
[

ã†i ã
†
j ã

†
pãlãmãnδkq + ã†i ã

†
j ã

†
qãlãmãnδkp + ã†i ã

†
j ãmãnδkqδlp

−ã†pã†qã†i ãmãkãlδjn − ã†pã
†
qã

†
i ãnãkãlδjm − ã†pã

†
qãkãlδjnδim

]

. (2.65)

The next step is to take the expectation value of Eq. (2.65), as we are concerned

with the time evolution of the average occupation of any individual level. In fact,

it is most useful to take the ensemble average, which can be written as

〈Â〉 = Tr(ρ̂Â), (2.66)

where ρ̂ is the density matrix of the system, and Tr denotes the trace operation. We

are left to calculate quantities such as 〈ã†i ã†j ãmãn〉. To do so, we assume that our

system is near thermal equilibrium so that we can use Wick’s theorem [93]. This

states that for any system with a Hamiltonian that is a quadratic form in creation

and annihilation operators, the ensemble average of any product of operators is

simply the contraction of all possible pairings. For example we have

〈ã†i ã†j ãmãn〉 = 〈ã†i ã†j〉〈ãmãn〉 + 〈ã†i ãn〉〈ã†j ãm〉 + 〈ã†i ãm〉〈ã†j ãn〉. (2.67)
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This relation is exact at thermal equilibrium, and should be a very good approxi-

mation nearby.

We now make use of a further approximation, known as the random phase

approximation (RPA). This states that if the density matrix for the system is

diagonal, then we have

〈ã†i ã†j〉 = 〈ãiãj〉 = 0, 〈ã†i ãj〉 = niδij . (2.68)

This will be an excellent approximation away from condensation, as the interaction

Hamiltonian ĤI is only a small perturbation to the ideal gas Hamiltonian H0. Thus

we have

〈ã†i ã†j ãmãn〉 = nmnn(δinδjm + δimδjn), (2.69)

〈ã†i ã†j ã†pãlãmãn〉 = nlnmnn(δilδjmδpn + δilδjnδpm + δimδjlδpn

+ δimδjnδpl + δinδjlδpm + δinδjmδpl). (2.70)

On substituting these relations into Eq. (2.65) the final result is

dnp

dt
=

4π

~2

∑

qmn

|〈pq|V |mn〉|2δ(ωp + ωq − ωm − ωn)

× [(np + 1)(nq + 1)nmnn − npnq(nm + 1)(nn + 1)] (2.71a)

+
8π

~2

∑

qmn

〈pq|V |pn〉〈mn|V |mq〉npnm(nn − nq)δ(ωn − ωq) (2.71b)

+
8π

~2

∑

qmn

〈pq|V |qn〉〈mn|V |mp〉nqnm(nn − np)δ(ωn − ωp). (2.71c)

The first part of this expression, Eq. (2.71a) is the standard quantum Boltzmann

equation; however, the lines of Eq. (2.71b) and (2.71c) do not appear in most

definitions of the QBE. We would like to note the following about these terms:

1. The scattering processes described by the matrix elements of these terms

involves a third particle, and hence these collision terms are of higher order

than those described by Eq. (2.71a).

2. If we calculate the matrix elements using the contact potential approximation
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in the homogeneous limit, then these terms become

Eq. (2.71b) → 8πU2
0

~2Ω2

∑

qmn

δ(kq − kn)2npnm(nn − nq)δ(ωn − ωq), (2.72a)

Eq. (2.71c) → 8πU2
0

~2Ω2

∑

qmn

δ(kp − kn)2nqnm(nn − np)δ(ωn − ωp). (2.72b)

The delta functions in momentum are equivalent to Kronecker delta functions

in the quantum labels for the system, and hence these terms vanish.

3. For an ergodic system where the occupation of a level depends only on its

energy, these terms are again identically zero.

4. The delta functions in frequency depend on only two of the particle indices,

rather than four as for Eq. (2.71a). This means there will be far fewer matches

for Eq. (2.71b) and (2.71c), and therefore these can be considered surface

terms that become small in the thermodynamic limit.

We are therefore justified in neglecting these terms, and are left with the usual

quantum Boltzmann equation

dnp

dt
=

4π

~

∑

qmn

|〈pq|V |mn〉|2δ(εp + εq − εm − εn)

×
{

(np + 1)(nq + 1)nmnn − npnq(nm + 1)(nn + 1)

}

. (2.73)

Validity

The approximations made in the above derivation require the following conditions

to hold for the QBE to be valid:

1. The Markov approximation must be valid such that correlations induced by

collisions are unimportant.

2. The system should be near equilibrium such that the factorisation of Wick’s

theorem is valid.

3. There must be a good basis such that the RPA is valid. In our derivation

we have assumed that ĤI should be a perturbation to the system for this to

hold. However, if the average effect of ĤI can be absorbed into Ĥ0 to form an

effective Hamiltonian with a good basis, then the QBE derivation may still
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be valid. It must be noted, however, that the Markov approximation may

not be valid in this regime as the mean collision time will be much reduced.

2.4.4 The GPE kinetic equation

Finally, it is interesting to consider the kinetic equation that would result if we

assume that the GPE is a good description of the system of interest.

We expand the time dependent wave function as

ψ(x, t) =
∑

k

c̃kφk(x)e−iωkt, (2.74)

where the {c̃k} have had their free evolution removed. This is then substituted

into the time dependent GPE, Eq. (2.35). Performing the operation
∫

d3xφ∗
p(x) on

both sides results in the basis set representation of the GPE

i~
dc̃p
dt

=
∑

qmn

〈pq|V |mn〉c̃∗q c̃mc̃nei(ωp+ωq−ωm−ωn)t. (2.75)

If we compare Eq. (2.75) with the basis set equation of motion for the Bose field

Eq. (2.17), we see that these are identical in form but for the replacement ãk ↔ c̃k.

In fact, we could have derived Eq. (2.75) directly from Eq. (2.17) by assuming the

field operator was in a coherent state, and then taking the expectation value.

We can now carry out the same procedure on Eq. (2.75) as was applied to

Eq (2.17) in the derivation of the QBE. The only difference is that we are now

manipulating c-numbers rather than operators, and so any terms arising from

commutators in the previous treatment will vanish. This means that the terms

of the form ã†ã†ãã will disappear from Eq. (2.65), leaving only terms involving six

c-numbers. With np ≡ c̃∗pc̃p being the number of particles in mode p, the resulting

GPE kinetic equation is

dnp

dt
=

4πU2
0

~

∑

qmn

|〈pq|mn〉|2δ(εp + εq − εm − εn)

×
{

(np + nq)nmnn − npnq(nm + nn)

}

. (2.76)

This is exactly the same form as the QBE, Eq. (2.73), except that the spontaneous

collision terms are excluded. This equation was first considered by Svistunov in a

study of the formation of a condensate in a weakly-interacting Bose gas [94].
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Some of the approximations made in the derivation of the GPE kinetic equation

may not hold in the presence of a condensate. In particular, the assumption of

coherences decaying on a faster time scale than the collision time is unlikely to be

valid. The GPE kinetic equation does, however, give us an understanding of the

dynamics that are included in the full GPE.

Interpretation

From Eq. (2.76) we can see that the GPE contains stimulated collision processes

only. To understand this, consider the collision p + q → m + n. This process will

only be represented by the GPE if one of the levels (m,n) is already occupied. This

is in contrast to the QBE, for which the term in the curly brackets of Eq. (2.73)

can be written

{

(1 + np + nq)nmnn − npnq(1 + nm + nn)

}

. (2.77)

Thus, due to the neglect of the quantum nature of the modes, the GPE can only

accurately describe the evolution and interaction of modes which satisfy np � 1,

such that (1 + np + nq) ≈ (np + nq). This will be important in Chapter 5 of this

thesis.



Chapter 3

Quantum kinetic theory for

condensate growth

Quantum kinetic theory has been developed by Crispin Gardiner, Peter Zoller

and co-workers in order to apply the quantum stochastic methods commonly used

in quantum optics problems to the kinetics of weakly interacting Bose gases. It

attempts to give a unified description of the entire range of Bose gas kinetics,

combining both coherent and incoherent processes.

The theory has been developed over the last few years in a series of five papers.

We refer to these several times, and so we use the following notation: QKI for [95],

QKII for [96], QKIII for [97], QKIV for [98], and QKV for [99].

Each of the papers can be briefly described as follows:

• QKI derives a quantum kinetic master equation for spatially homogeneous

systems with only a small amount of condensate present.

• QKII considers stochastic equations derived in QKI as a model of the initia-

tion of a condensate.

• QKIII develops the formalism for the case of a trapped Bose gas. It considers

the special situation where the large majority of the atoms are above a fixed

energy ER, and can be treated as a bath with a fixed chemical potential µ

and temperature T .

• QKIV calculates the steady-state intensity and amplitude fluctuations of a

trapped Bose gas at finite temperature using the formalism of QKIII.

39
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• Most recently, QKV generalises the work of QKIII to allow the vapour of

atoms above ER to be time dependent, using a quantum kinetic master equa-

tion of the form of QKI appropriately modified for the presence of a trap.

Another series of papers studying the formation of a Bose-Einstein condensate

in a trapped gas have resulted from the formalism [100, 101, 102, 103, 104]. The

first description of condensate growth [100] arose from QKIII, and considered only

the dynamics of the condensate occupation coupled to a bath cooled to below the

transition temperature. The second, more detailed treatment [101, 102] included

the other low lying states of the system, but still treated the majority of the system

as a thermal bath. A detailed description of this model was published as QKVI

[103].

In Chapter 4 we present this author’s most recent work on condensate growth,

published as QKVII [104]. This arises from a combination of the methods of QKIII

and QKV, and includes the time dependence of the vapour above the energy ER.

In this chapter we give an outline of the basis of quantum kinetic theory, and in

particular the parts relevant to the growth of a BEC.

3.1 QKI : Homogeneous Bose gas

Quantum kinetic theory essentially involves the derivation of a quantum kinetic

master equation (QKME) that describes the evolution of the density operator of a

Bose gas.

For the homogeneous case the theory begins with the standard second quantised

many-body Hamiltonian for an interacting Bose gas Eq. (2.1) with the trapping

potential set to zero. In this chapter we make use of the replacement of the real

interatomic potential by the two-body T-matrix, and hence use V (x) = U0 δ(x).

Quantum kinetic theory proceeds in a similar spirit to the original description of

the quantum Boltzmann equation, but uses a fully quantum mechanical description

of the system. To derive the QKME, the phase space of the system is divided into

cells of volume h3, creating coarse-grained position and momentum variables. A

wavelet basis is used, where (in one dimension) the wavelets are defined as

vK(x, r) =
1

2
√
π∆

∫ K+∆

K−∆

eik(x−r)dk, (3.1)

≡ eiK(x−r)

√
π∆

sin[∆(x− r)]

x− r
. (3.2)
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x − r

v K
( 

x 
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 )

Figure 3.1: Representation of the shape of a wavelet function.

If r = nπ∆ with n an integer, then these functions form a complete orthonormal

basis. Each wavelet has a momentum in the range [~(K − ∆), ~(K + ∆)], and

is localised about the point r, as depicted in Fig. 3.1. In the three-dimensional

generalisation of this basis, the field operator can be expanded as

Ψ̂(x) =
∑

K,r

v∗K(x, r)âK(x, r), (3.3)

where the commutation relation for the ladder operators is

[âK(x, r), â†K(x, r)] = δrr′δKK′ . (3.4)

The state of the system can thus be described quantum mechanically by the Fock

state |n〉, where n ≡ {ni} is the set of the occupation numbers of the cells.

The substitution of the Hamiltonian expanded in this basis into the von Neu-

mann equation of motion for the density operator and the application of standard

techniques from quantum optics [105] yields the QKME, Eq. (75a–e) of QKI. No

classical assumptions are made, so this equation should be valid from the classical

to the quantum degenerate regime.

The principles involved in the derivation of the QKME are similar to those used

in the derivation of quantum Boltzmann equation described in Sec. 2.4.3. The main

difference is the use of a basis that does not diagonalise Ĥ0. The eigenstates in

the homogeneous case are plane waves which have an infinite spatial extent. The

wavelet basis functions used in the derivation of the QKME, however, have a width

in momentum space. This causes them to be localised in real space allowing the

system to be spatially varying.

The QKME description still suffers from some of the same problems as the
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QBE. While it offers a probabilistic description of the kinetics of the gas, it does

not take account of mean field effects on the motion of an individual particle due

to the average of the interactions with all other particles. These effects change the

eigenvalues of Ĥ0 when there is significant condensation, and thus the QKME is

only valid in the limit of weak condensation.

The only other approximations that enter the theory are the replacement of

the true interatomic potential by the two-body T-matrix, and the Markov ap-

proximation. The contact potential approximation is valid as long as ka � 1 for

all occupied states, and the Markov approximation is valid when the separation

between energy levels is smaller than the energy range of occupied states.

The full QKME is extremely unwieldy and difficult to solve. However, a sim-

plified Quantum Boltzmann Master Equation (QBME) has also been derived, and

results from using this are presented in QKII. The QBME neglects any position

dependence of the system, and is an equation of motion for the probability Pn that

the system will be in a Fock state |n〉. The quantum Boltzmann equation can be

derived from the QBME by averaging to find 〈ni〉 =
∑

n niPn, and assuming that

the factorisation 〈ninj〉 ≈ 〈ni〉〈nj〉 is valid.

3.2 QKIII : Trapped Bose gas

The description of a Bose gas in Sec. 3.1 is valid only for the homogeneous case

when there is not a significant amount of condensate present. A different treatment

is needed to describe the BECs formed in todays experiments, where there is both

a trapping potential and strong condensation.

3.2.1 Description of the system

In a trap the major contribution to the mean field is due to the condensate, as

it forms a very dense core at the centre of the cloud. For a gas with a positive

scattering length, interactions with the condensate atoms cause a repulsive poten-

tial to be added to the confining potential, necessarily altering the eigenstates and

eigenvalues of the system from that of the non-interacting case.

However, as the condensate is localised in the centre of the trap and the relative

magnitude of its interaction with other atoms decreases as their energy increases,

its effect will become negligible above some energy ER. Hence, we divide our system

into two separate bands:
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RNC

RC

ER

Figure 3.2: Schematic representation of the condensate and non-condensate bands for a
harmonic trap

(i) The condensate band RC , whose excitation spectrum is strongly modified by

the presence of a condensate.

(ii) The non-condensate band RNC , whose energies are sufficiently high that any

modification due to the interaction with the condensate is negligible.

The division between the bands lies at the energy ER. For harmonic traps, as is

the case in experiments on Bose condensates, the lower lying levels of the trap are

reasonably well separated. However, as the density of states of the trap increases

as E2, above a certain energy the levels effectively form a continuum. Thus for

a large enough system, ER will be small enough that the overwhelming majority

of atoms will be in the non-condensate band. This makes it possible to describe

RNC by a phase space distribution function f(K,x). In QKIII this is taken to be

thermalised, with a fixed chemical potential µ and temperature T . The dynamics

of the condensate band, however, are treated fully quantum mechanically. The

division of the system into the two bands is depicted in Fig. 3.2.

3.2.2 Derivation of the master equation

The standard Hamiltonian Eq. (2.1) is used, but this time with the trapping term

included in Ĥ0. The field operator is split into condensate band and non-condensate

band components

Ψ̂(x) = φ̂(x) + ψ̂NC(x), (3.5)

and this is substituted into the Hamiltonian which is then separated into three

parts. The first describes processes involving only RNC , the second describes pro-
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cesses involving only RC , and the third describes processes giving rise to population

and/or energy transfer between the bands.

The density operator for the system can also be separated into the contribution

from the condensate and non-condensate bands. The density operator for the non-

condensate band is assumed to be fully thermalised and is given by

ρ̂NC = exp

(

µN̂NC − ĤNC

kBT

)

. (3.6)

The condensate band density operator is obtained by tracing over RNC

ρ̂C = TrNC(ρ̂). (3.7)

The master equation for the condensate band is derived using the same techniques

as for the homogeneous case, and the result is given as Eq. (50a–f) in QKIII.

3.2.3 Bogoliubov transformation for the condensate band

The master equation described above gives an accurate description of the internal

dynamics of the condensate band, and an approximate treatment of its coupling

to RNC . To use it in practice, however, requires the computation of the full spec-

trum of eigenstates of the condensate band, and some method of approximation is

necessary. The Bogoliubov transformation, as outlined in Sec. 2.3.4, is the obvious

choice.

In a Bose-condensed system the number of atoms in the ground state is macro-

scopically large, such that 〈â†0â0〉 = n0 ≈ N . This is very much larger than the

commutator [â0, â
†
0] = 1, and therefore in the conventional Bogoliubov transforma-

tion the Hamiltonian is approximated by replacing the operator â0 by the c-number
√
n0. This procedure breaks the global gauge symmetry of the many-body Hamil-

tonian, effectively choosing an absolute phase for the condensate. It assumes the

condensate is in a coherent state with a mean population of n0. However, as de-

scribed in Chapter 1, the constraint on the number of particles of the system is

crucial to the process of Bose condensation, and so there appears to be a contra-

diction here.

This difficulty can be resolved by arguing that the thermodynamics of the sys-

tem should be described by the grand canonical ensemble, and we find that the

quantity Ĥ−µN should be diagonalised rather than Ĥ. The chemical potential µ is
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chosen to ensure that the mean number of particles is conserved. However, in quan-

tum kinetic theory we want to consider processes in which the number of particles

in the condensate band can change. This introduces a conceptual difficulty—how

can the change in N be accounted for properly if its value is uncertain in the first

place?

To resolve this issue, Gardiner developed a number-conserving Bogoliubov method

[106] similar to earlier treatments [107]. The usual Bogoliubov basis states are writ-

ten in the form

|n0,n〉, (3.8)

where n ≡ {ni} is the vector of occupation numbers of all particles in excited states

inside the condensate band. To solve the problem of number conservation, these

basis states are rewritten to remove all explicit reference to n0 by using the total

number N = n0 +
∑

i ni, and hence the new basis is

|N,n〉. (3.9)

The condensate operators, rather than being replaced by
√
n0, can now be writ-

ten in terms of operators involving the total number and the excited states. The

result is that the symmetry of the Hamiltonian is not broken, and number con-

servation is not violated as a consequence. The number-conserving approach gives

results to the same accuracy as the usual Bogoliubov method via an expansion of

(1−∑i ni/N)1/2. In fact, to the order that they are actually computed in practice

the two methods are identical. However, the major advantage of number conserva-

tion is that the concept of particle creation and destruction is separated from that

of quasiparticles. This means the condensate band can be described by a config-

uration of a definite number of particles with a definite energy, and therefore can

be described by a master equation.

In this formulation, the form of the condensate band field operator is

φ̂(x) = B̂

[

ξN(x) +
∑

m

b̂mfm(x) + b̂†mgm(x)√
N

]

. (3.10)

The annihilation operator B̂ takes the RC system from the ground state with N

particles to the ground state with N − 1 particles. The condensate wave function

is ξN(x), and fm(x), gm(x) are the amplitudes for the destruction and creation

of a quasiparticle of an energy εmN with the corresponding operators b̂m, b̂
†
m. These
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operators do not change the total number of particles in the condensate band, while

the operator B̂ [which multiples everything in Eq. (3.10)] reduces the total number

of particles by one.

3.2.4 QKV

Before we move on to modelling the growth of a Bose-Einstein condensate, we

shall briefly discuss the extension of the work of QKIII to allow the vapour to be

time-dependent.

The system is still described by a condensate and a vapour interacting with

each other, split into condensate and non-condensate bands as in QKIII. However,

instead of ER being defined as the energy above which the levels are not greatly

affected by the presence of a condensate, the division of the bands is made at

an energy such that all phonon-like excitations are part of RC , and particle-like

excitations are part of RNC .

A wavelet basis suitable for a trap is used to represent the vapour, and this obeys

a quantum kinetic master equation that in most circumstances is equivalent to a

quantum Boltzmann equation. The condensate is again described fully quantum-

mechanically, often with the use of the Bogoliubov approximation. The two parts

of the system interact via two mechanisms:

• Mean field terms, the largest part of which is estimated and included by

defining effective potentials for the condensate and non-condensate bands.

• Master equation terms, which describe the transfer of particles and energy

between the condensate and the vapour

The effective potential for each band gives rise to a basis from which the kinetic

terms can be calculated. Assuming the non-condensate band is thermalised reduces

the description of QKV to that of QKIII.

3.3 A model for condensate growth

The full master equation describing the evolution of the condensate band is very

complex and rather unwieldy. To give some first insight into the basic structure

of its predictions it is necessary to consider only those terms that are significant

when there is a large amount of condensate present.
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There are six main processes in the master equation that affect the size of the

condensate through an atom scattering into or out of RC . Each of these scattering

events can be associated with the creation of a quasiparticle, the destruction of a

quasiparticle, or no change in the number of quasiparticles. These six transition

probabilities can be extracted from the master equation for the condensate defined

in terms of the functions R± as

W+(N) = R+(ξN , µC(N)/~), (3.11)

W−(N) = R−(ξN−1, µC(N − 1)/~), (3.12)

W++
m (N) = R+(fm, [ε

m
N + µC(N)]/~), (3.13)

W−−
m (N) = R−(fm, [ε

m
N−1 + µC(N − 1))/~), (3.14)

W+−
m (N) = R+(gm, [−εmN + µC(N)]/~), (3.15)

W−+
m (N) = R−(gm, [−εmN−1 + µC(N − 1)]/~). (3.16)

In these expressions µC(N) is the condensate energy as determined by the Gross-

Pitaevskii equation for the condensate band with N particles. Correspondingly, εm
N

is the energy of the mth quasiparticle excitation measured relative to µC(N), for

the case that there are N particles in RC . The first superscript of the function W

indicates whether a particle is transferred into (+) or out of (−) the condensate

band, and the second indicates the creation (+) or destruction (−) of a quasipar-

ticle. The absence of a second superscript indicates no change in the number of

quasiparticles, and hence the particle is transferred to or from the condensate. The

functions R±(y, ω) are defined by

R+(y, ω) =
U2

0

(2π)5~2

∫

d3x

∫

dΓ∆(Γ, ω)f1f2(1 + f3)Wy(x,k), (3.17)

R−(y, ω) =
U2

0

(2π)5~2

∫

d3x

∫

dΓ∆(Γ, ω)(1 + f1)(1 + f2)f3Wy(x,k), (3.18)

in which we use the notation

dΓ ≡ d3K1d
3K2d

3K3d
3k, (3.19)

∆(Γ, ω) ≡ δ(∆ω123(x) − ω)δ(K1 + K2 − K3 − k), (3.20)

∆ω123(x) = ωK1
(x) + ωK2

(x) − ωK3
(x), (3.21)

~ωK(x) =
~

2K2

2m
+ Vtrap(x). (3.22)
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The function fi ≡ f(Ki,x) is the number of non-condensate atoms per h3 of phase

space, and the Wigner function for the wave function y(x) is written as

Wy(x,k) =
1

(2π)3

∫

d3vy∗(x + v/2)y(x − v/2) exp(ik · v). (3.23)

The function R+(y, ω) sums over all possible collisions of particles from RNC with

momentum K1 and K2, resulting in a particle with momentum K3 remaining in

RNC and one with momentum k, energy ~ω and amplitude y in RC . The function

R−(y, ω) is the corresponding reverse rate.

From these rates we can write a stochastic master equation for the occupation

probabilities of the condensate band p(N,n) ≡ 〈N,n|ρ|N,n〉. This has the form

ṗ(N,n) = 2NW+(N − 1)p(N − 1,n) − 2(N + 1)W+(N)p(N,n)

+ 2(N + 1)W−(N + 1)p(N + 1,n) − 2(N)W−(N)p(N,n)

+
∑

m

[2nmW
++
m (N − 1)p(N − 1,n − em) − 2(nm + 1)W++

m (N)p(N,n)]

+
∑

m

[2(nm + 1)W−−
m (N + 1)p(N + 1,n + em) − 2nmW

−−
m (N)p(N,n)]

+
∑

m

[2(nm + 1)W+−
m (N − 1)p(N − 1,n + em) − 2nmW

+−
m (N)p(N,n)]

+
∑

m

[2nmW
−+
m (N + 1)p(N + 1,n − em) − 2(nm + 1)W−+

m (N)p(N,n)],

(3.24)

where the vector em describes the change of the configuration due to the collision,

and as such it has two +1 and two −1 entries, with all others being zero.

To understand this equation, let us consider the first line. The first term is

the rate by which a configuration with (N − 1,n) atoms gains an atom in the

condensate [NW+(N − 1)], multiplied by the probability that the system is in this

configuration [p(N − 1,n)], and thus is added. The second term is the probability

that the system is already in the configuration (N ,n), and gains another atom

in the condensate, and therefore this rate is subtracted. The following five lines

correspond to similar types of terms but for the five other transition probabilities.
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3.4 Model A: the first approximation

The terms on the first two lines of Eq. (3.24) represent transitions to the ground

state of the condensate and exhibit a stimulated increase in collision rate of order

N . All other terms involving quasiparticles with transition probabilities W ±±
m

are multiplied only by the population nm which does not become nearly as large.

Therefore, as a first approximation for condensate growth we neglect these smaller

terms. Multiplying what remains by N , and taking expectation values over the

probabilities leaves a simple rate equation for the mean number of particles in the

condensate band

Ṅ = 2(N + 1)W+(N) − 2NW−(N). (3.25)

Our final step is to make an attempt at calculating the quantities W ±(N). To do

so we make the following approximations:

1. In practice the condensate wave function is sharply peaked at x = 0 in

comparison with the phase space distribution function f(K,x). Therefore

we replace x wherever it occurs by zero except in the Wigner function, which

integrates to give the condensate density in momentum space |ξ̃N(k)|2.

2. If the energy range of the condensate band is small (as we have assumed it

to be), the range of k will be small compared with the range of K in f(K, 0),

and so we can carry out the k integral (which gives unity).

3. We make the ergodic assumption that the distribution function depends only

on energy, and so we replace f(K, 0) with f(ε).

This leaves us with the simplified integrals

W+(N) =
4ma2

π~3

∫

dε1 dε2 dε3 f1f2(1 + f3) δ(ε1 + ε2 − ε3 − µC(N)), (3.26)

W−(N) =
4ma2

π~3

∫

dε1 dε2 dε3 (1 + f1)(1 + f2)f3 δ(ε1 + ε2 − ε3 − µC(N)),

(3.27)

where we have written f1 ≡ f(ε1). We note that with these approximations the

rates are simply those that would be calculated from the standard quantum Boltz-

mann equation in ergodic form. From these expressions it is simple to show that

in equilibrium

W+(N) = exp

(

µ− µC(N)

kBT

)

W−(N), (3.28)
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where µ is the chemical potential and T is the temperature of the distribution

function f(ε).

As we are only considering the equation of motion for the mean condensate

occupation, we extend the lower limit of the integrals in Eqs. (3.26) and (3.27)

from ER to zero. To simplify the calculation of these rates, we approximate the

Bose distribution function f(ε) for RNC by the Boltzmann distribution

f(ε) =

[

exp

(

ε− µ

kBT

)

− 1

]−1

≈ exp

(

µ− ε

kBT

)

, (3.29)

which will be valid at sufficiently high energies such that ε/kBT � 1. On calcu-

lating the integral of Eq. (3.26) we find

W+(N) =
4m(akBT )2

π~3
e2µ/kBT

{

µC(N)

kBT
K1

(

µC(N)

kBT

)}

, (3.30)

where K1(z) is a modified Bessel function. For µC(N)/kBT � 1 as is appropriate

for most experiments, the quantity in the curly brackets is very close to one.

Making the assumption that the majority of atoms in RC form the condensate

by replacing N → n0, the overall behaviour of the master equation Eq. (3.24) is

described by the rate equation

ṅ0 = 2W+(n0)

{[

1 − exp

(

µC(n0) − µ

kBT

)]

n0 + 1

}

, (3.31)

where n0 represents the number of atoms in the condensate, and we have made use

of Eq. (3.28). This has been called the simple growth equation, and solutions were

first considered in Ref. [100].

The simple growth equation describes a condensate level in contact with a

particle and heat bath with a chemical potential µ and at temperature T . It

is in equilibrium when the term in the curly brackets is zero, so solving for the

equilibrium number in the ground state n0,eq we find

n0,eq =

[

exp

(

µC(n0) − µ

kBT

)

− 1

]−1

, (3.32)

i.e. the expected equilibrium occupation for the Bose-Einstein distribution. Above

the transition temperature the condensate population is small, and hence µC(n0) ≈
ε0, the lowest bare energy level of the trap. However, we can imagine an exper-

iment in which the thermal bath has been rapidly cooled below the transition
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temperature, and the atoms in RNC have come to quasi-equilibrium with a chemi-

cal potential µ > µC(n0). The condensate level is therefore out of equilibrium with

the bath, and the exponential term in the simple growth equation (3.31) will be

small. Hence the condensate population will initially obey

ṅ0 = 2W+(n0) [n0 + 1] . (3.33)

As soon as n0 becomes much larger than one, the process of bosonic stimulation

will occur, and the growth of the condensate will be exponential.

As the condensate population grows, so does its mean field and hence so does

its eigenvalue µC(n0). If we can assume that the condensate wave function grows

adiabatically in its ground state, then for all but the smallest condensates the

Thomas-Fermi approximation of Eq. (2.41) gives a good estimate of µC(n0). As the

eigenvalue increases, the exponential term in Eq. (3.31) will cause the stimulated

growth to die off, until once again the condensate is in equilibrium with the bath.

Sample growth curves for the first BEC experiment at JILA [15], and the first

MIT experiment in their harmonic cloverleaf trap [25] are shown in Fig. 3.3. In

these graphs the reported critical temperature and the final number of condensate

atoms have been used as input parameters. The predictions for the time of growth,

published in Ref. [100], seemed to be of the right order of magnitude—at the

time of publication there had been no experimental study of condensate growth.

The behaviour should be reasonably well described by the simple growth equation

once n0 becomes large, but it was expected that the neglected terms may have a

significant effect during the initial stages of growth.

3.5 Bosonic stimulation experiment

Soon after the publication of the simple growth paper [100], the Ketterle group at

MIT carried out a study of the growth of a BEC [35]. In these experiments a cloud

of sodium atoms confined in a “cigar”-shaped magnetic trap was evaporatively

cooled to just above the Bose-Einstein transition temperature. Then, in a period of

10 ms the high-energy tail of the distribution was removed with a rapid and rather

severe RF cut. The following equilibration resulted in conditions very similar to

those described in the above theoretical model. The subsequent appearance of a

sharp peak in the density distribution indicated the formation of a condensate.

If we assume condensate growth is initially Bose-stimulated, but the growth
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Figure 3.3: Sample solutions to the simple growth equation (3.31). (a) Rubidium atoms
with n0,eq = 2000 and Tc = 170 nK, as for the first report of BEC [15]. (b) Sodium atoms
with n0,eq = 5× 106 and Tc = 2 µK, matching the first reported parameters for the MIT
cloverleaf trap [25].

rate tends to zero as the system nears equilibrium, we can guess at a rate equation

for the number of condensate atoms of the form

ṅ0(t) = γn0(0)

[

1 −
(

n0(t)

n0(∞)

)δ
]

. (3.34)

This agrees with the simple growth equation (3.31) if we

1. Neglect the spontaneous term.

2. Assume that µ, µC(n0) � kBT and expand the exponential to first order.

3. Use the Thomas-Fermi approximation for µC(n0), and identify

δ = 2/5, (3.35)

γ = 2W+(n0)
µ

kBT
∝ n0(∞)2/5T. (3.36)

The solution to Eq. (3.34) is

n0(t) = n0(0)e
γt

[

1 +

(

n0(0)

n0(∞)

)δ

(eδγt − 1)

]−1/γ

, (3.37)

and the MIT group analysed their growth data by fitting to this function. Their free

parameters were the initial condensate population n0(0) and the growth rate γ—
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Figure 3.4: Experimental data for the growth of a sodium BEC. The points are growth
rates derived from the fitting of the experimental data to the simple growth equa-
tion (3.31), whereas the solid line is the behaviour predicted by Eq. (3.36) multiplied
by a factor of three. The two clusters of points surrounded by the dashed ellipses indi-
cate the data used to recreate the experimental curves in Fig. 3.6

they found that the fits were not improved by allowing the exponent δ to vary.

They found that while the shape of the growth curves predicted by Eq. (3.37)

fitted the data extraordinarily well, the measured growth rates γ were between a

factor of four to thirty times larger than what was predicted by Eq. (3.36). Theoret-

ically this was not unexpected—some of the simplifications in model A described in

the previous section are rather drastic. Indeed, before the results of the experiment

became known, another paper on the growth of trapped BECs was prepared and

submitted for publication [101]. This removed some of the major approximations,

and predicted a speed-up of the growth of up to an order of magnitude depending

on the particular parameters.

While the MIT experiment was a beautiful demonstration of bosonic stimula-

tion, the quantitative data they published was less than satisfactory. Only one of

the experimental growth curves plotted was accompanied by a full set of parame-

ters, i.e. initial and final temperatures, size of the RF cut, and the total number

of atoms in the cloud. Further communication with the authors failed to secure

more useful data, and so the most quantitative data available was that presented

in Fig. 5 of Ref. [35]. This graph plots γ against n0(∞), with a colour bar giving

an indication of the final temperature, and is reproduced in Fig. 3.4.
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3.6 Model B: inclusion of quasiparticles

One of the limitations of the treatment of condensate growth in model A is that

the overall rate factor, W+, is calculated using an equilibrium Boltzmann distri-

bution function with a positive chemical potential µ. To improve upon this model

the calculation of W+ should be performed using the Bose-Einstein distribution.

However, the chemical potential in the Bose-Einstein distribution must be less

than the lowest energy level considered, as the distribution is singular at ε = µ.

This is inconsistent with the requirement that µC(n0) → µ in equilibrium if we do

not consider the modifications of the lowest energy levels due to the presence of a

condensate. Thus, to go beyond the Boltzmann approximation for W + requires a

much more detailed treatment of the condensate band levels.

Therefore a more realistic model of condensate growth was developed to take

account of the quasiparticle levels. As the condensate grows, its energy µC(n0)

increases due to the build up of the mean-field and this leads to the compression in

energy space of the quasiparticle levels above the condensate, since they necessarily

lie between µC(n0) and ER. By definition the levels above ER are considered to

be unaffected by the condensate. Thus, we calculate W+ using the Bose-Einstein

formula for the distribution function of the non-condensate band. The derivation

of this quantity has not been published but can be found in Appendix B. The

result is

W+(n0) =
4m(akBT )2

π~3

{

[ln(1 − z)]2 + z2

∞
∑

r=1

[z z(n0)]
r[Φ(z, 1, r + 1)]2

}

, (3.38)

where

z = exp

(

µ− ER

kBT

)

, z(n0) = exp

(

µC(n0) − ER

kBT

)

. (3.39)

The function Φ is the Lerch transcendent [108], defined by

Φ(x, s, a) =
∞
∑

k=0

xk

(a+ k)s
. (3.40)

The occupation of the quasiparticle levels above the condensate is incorporated

in the model by the inclusion of all the terms in the stochastic master equation

for the occupation probabilities of the condensate band Eq. (3.24). The terms

involving the functions W±∓
m (N), however, are set to zero as they arise out of the
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mixing of creation and annihilation operators in the Bogoliubov method. They

represent processes involving the transfer of a particle into the condensate band

but the destruction of a quasiparticle (and vice versa), and are expected to be

negligible. This approximation means that all the excitations of the condensate

band are approximated as being particle-like.

Due to the large number of quasiparticle levels, rather than considering each

individually they are grouped into energy bins. The increase in the mean energy of

each bin due to condensate growth is accounted for phenomenologically by approx-

imating the density of states in the region of compression using a linear fit, such

that the total number of states in each bin remains constant. While rather crude,

this approximation is not expected to significantly affect the results—a hypothesis

confirmed in Chapter 4 of this thesis.

In a similar manner to the derivation of Eq. (3.28), it can be shown that in

equilibrium the rates for particle transfer to (from) the condensate band with the

corresponding creation (annihilation) of a quasiparticle satisfy

W++
m (N) = exp

(

µ− µC(N) − εm
kBT

)

W−−
m (N), (3.41)

and hence the population growth of the bins is described by similar equations to

the simple growth equation (3.31)

ṅm = 2W++
m (n0)

{[

1 − exp

(

µ− εm
kBT

)]

nm + gm

}

, (3.42)

where εm is the mean energy of the bin measured relative to the condensate, and

gm is the number of levels contained in the bin. In practice the approximation

W++
m (n0) ≈ W+(n0) was used, as the range of energies in the condensate band is

much narrower than that of RNC .

While this model predicted an increased growth rate, the amount by which

condensate growth was accelerated was strongly dependent upon the choice of

ER. Also, it was observed that the lowest lying quasiparticle levels became very

highly occupied before the initiation of condensate growth. Once the condensate

population reached a macroscopic number these levels quickly relaxed to their final

equilibrium values.

The reason for this behaviour was the neglect of what we call scattering pro-

cesses, depicted schematically in Fig. 3.5. Without the inclusion of the scattering

processes, once a particle had entered a quasiparticle level the only way for it to
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Figure 3.5: The two collision processes that must be included in the description of the
condensate band for model B of condensate growth. Left: scattering, right: growth.

end up in the condensate was to first move back into the bath. The more likely

route, however, is for an atom from RNC to collide with a quasiparticle and scatter

it directly into the condensate level.

Expressions for these scattering rates have been derived from quantum kinetic

theory—however, calculating them directly is computationally difficult. Instead,

an estimate was derived from the equivalent terms in the quantum Boltzmann

equation. The inclusion of these processes in the model had a significant effect on

the resulting growth curves. The macroscopic occupation of the lower quasiparticle

levels was no longer observed—instead they quickly approached their equilibrium

values. The particles that were previously coalescing in these levels were almost

immediately scattered into the condensate level. This resulted in a smaller initi-

ation time, and a much sharper onset of condensate growth. In the later stages,

however, the curves appeared much the same.

As a test of the approximation of the scattering rates by quantum Boltzmann

estimates, further calculations were carried out in which the rates were multiplied

by a prefactor that was varied over two orders of magnitude. The prefactor had

little effect on the growth curves, however, suggesting that only the presence of the

scattering terms that was necessary. Significantly, the inclusion of scattering also

removed almost all dependence of the growth curves on the exact value chosen for

ER.

A full investigation of the details of this model can be found in Refs. [103, 109].

The most important result from this work was the comparison of theoretical growth

curves with the data from the experimental paper [35]. Two clusters of points were

chosen from the MIT graph reproduced in Fig. 3.4 and these parameters were used
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Figure 3.6: Comparison of theoretical curves (black) versus curves fitted to experimental
data (grey) taken from Ref. [35] for the growth of condensates in the MIT sodium trap.
(a) n0,eq = 7.5 × 106 atoms, T = 830 nK, (b) n0,eq = 2.3 × 106 atoms, T = 590 nK. The
large width of the grey curves is to indicate that these have been fitted to experimental
data points, and these will have some scatter.

to plot the approximate solution to the simple growth equation, Eq. (3.37). One

cluster was for a condensate of about 7.5 × 106 atoms at a temperature near 830

nK, whereas the second was for a condensate of 2.3 × 106 atoms at a temperature

of 590 nK.

The theoretical solutions using the more sophisticated model B of condensate

growth are plotted in Fig. 3.6, along with the curves from the experimental data.

As can be seen, at the higher temperature there is good agreement between theory

and experiment. At the lower temperature, however, this is not the case. The con-

densate growth model generally predicts slower growth rates at lower temperatures,

while the opposite was observed in experiments.

3.7 Further development

Model B of condensate growth is based on four major approximations:

(i) The part of the vapour with energies higher than ER is treated as being

time-independent.

(ii) The energy levels above the condensate are modified phenomenologically to

account for the fact that they must always be greater than the condensate

chemical potential, which increases as the condensate grows.

(iii) All levels are treated as being particle-like, on the grounds that detailed
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calculations [11] have shown that only a very small proportion of excitations

of a trapped Bose gas are phonon-like.

(iv) The quantum Boltzmann equation in an ergodic form has been used, in which

all levels of a similar energy are assumed to be equally occupied.

In the next chapter we develop a more sophisticated model that will no longer

require the first two of these approximations. Abandoning the first means that

we are required to take account of all possible collisions, and thus treat the time-

dependence of all levels. This comes at a dramatic increase in both the computation

time required (hours rather than seconds) and the precision of algorithms required.

We also use a density of states that should be closer to the actual density of states

as the condensate grows, thereby avoiding the phenomenological modification of

energy levels. However, we still treat all of the levels as being particle-like, since it

seems unlikely that the few non-particle-like excitations will have a significant effect

on the growth as a whole. The ergodic form of the quantum Boltzmann equation

is needed to make the computations tractable, and is of necessity retained.



Chapter 4

Growth of a trapped

Bose-Einstein Condensate

In this chapter we extend earlier models of the growth of a Bose-Einstein con-

densate [100, 101, 102] to include the full dynamical effects of the thermal cloud

by numerically solving a modified quantum Boltzmann equation. We compare

our new results with model B of condensate growth described in Sec. 3.6 and

Refs. [102, 103, 109], and determine the regime in which the approximations made

are valid. We find good agreement with the earlier modelling, except at higher

condensate fractions where there is a significant speedup. The discrepancy be-

tween theory and experiment remains, however, since the speedup found in these

computations does not occur in the parameter regime specified in the experiment.

We also investigate what effect the final temperature has on condensate growth,

and find it is surprisingly small.

4.1 Formalism

The basis of our method is the quantum kinetic theory that was outlined in Chap-

ter 3. This formalism provides a complete framework for the study of a trapped

Bose gas in the form of a set of master equations. The full solution of these equa-

tions is not feasible, however, and therefore several approximations must be made

for any computation. The basic structure of the method used here is essentially the

same as that of QKVI [103], the major difference being that all time-dependence of

the distribution function is retained. As explained in QKV, QKVI and Ref. [102],

59
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quantum kinetic theory leads to a model that can be viewed as a modification of

the quantum Boltzmann equation in which

(i) The condensate wave function and energy eigenvalue [the condensate chemical

potential µC(n0)] are given by the solution of the time-independent Gross-

Pitaevskii equation with n0 atoms.

(ii) The excited states above the condensate are the quasiparticle levels appropri-

ate to the condensate wave function. This leads to a density of states for the

excited states that is substantially modified from the non-interacting case, as

discussed below in Sec. 4.2.2.

(iii) The transfer of atoms between levels is given by a modified quantum Boltz-

mann equation (MQBE) in the energy representation. This makes the ergodic

assumption that the distribution function depends only on energy.

We derive our model from the quantum Boltzmann equation below with these

principles in mind.

4.1.1 The ergodic form of the quantum Boltzmann equa-

tion

The ergodic form of the quantum Boltzmann equation is usually derived by per-

forming the operation

∫

d3x

∫

d3K δ(Vtrap(x) + ~
2K2/2m− ε),

on both sides of the full QBE (2.60). Details of this derivation for the classical

Boltzmann equation are given in Sec. 4 of Ref. [84], and the application of this

method to the QBE is identical. The result is

g(εp)
dfp

dt
=

8ma2

π~3

∫

dεq

∫

dεm

∫

dεn g(εmin)δ(εp + εq − εm − εn)

×
[

(1 + fp)(1 + fq)fmfn − fpfq(1 + fm)(1 + fn)

]

, (4.1)

where we have written fp ≡ f(εp), εmin = min(εp, εq, εm, εn) and the function g(ε)

is the density of states of the system.

In the derivation of Eq. (4.1), the expression for the density of states that

naturally occurs is that of the non-interacting gas. This does not allow for any
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modification of the excitation spectrum due to the mean field that will arise in the

formation of a condensate. Thus in this section we give a derivation appropriate

to our case, in which the density of states can change with time as the condensate

grows. We divide phase space into energy bins labelled by an index n with energies

in the range

Dn(t) ≡
(

εn(t) − δεn(t)

2
, εn(t) +

δεn(t)

2

)

, (4.2)

and a width of δεn(t). The width of each bin changes in time so that the number

of states within each bin, gn, is constant.

Starting from the full quantum Boltzmann equation, Eq. (2.60), the ergodic

approximation is expressed in terms of this binned description as follows: We set

f(x,K, t) equal to the value fn, when ε(x,K, t) ≡ ~
2K2/2m + Veff(x, t) is inside

the nth bin, i.e., ε(x,K, t) ∈ Dn(t). Here Veff(x, t) is the potential of the trap,

as modified by the mean field arising from the presence of the condensate wave

function ψ0(x)

Veff(x, t) = Vtrap(x, t) + n0(t)U0|ψ0(x)|2. (4.3)

Thus we can approximate

∂f(x,K, t)

∂t
→ ∂fn

∂t
if ε(x,K, t) ∈ Dn(t). (4.4)

In order to derive the ergodic quantum Boltzmann equation, we define the indicator

function χn(x,K, t) of the nth bin Dn(t) by

χn(x,K, t) =

{

1 if ε(x,K, t) ∈ Dn(t),

0 otherwise.
(4.5)

The number of states in the bin n will be given by gn =
∫

d3x d3Kχn(x,K, t)/h3,

and is held fixed.

The formal statement of the binned approximation is

f(x,K, t) →
∑

n

fnχn(x,K, t), (4.6)

and the ergodic quantum Boltzmann equation is derived by substituting Eq. (4.6)

into the various parts of the quantum Boltzmann equation as follows. For the time
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derivative term we make this replacement and project onto Dn(t), getting

∫

d3xd3K

h3
χn(x,K, t)

∂f(x,K, t)

∂t
→ gn

∂fn

∂t
. (4.7)

[Note that the expansion of Eq. (4.6) would mean that delta function singularities

arise at the upper and lower boundaries of Dn(t), but the condition that gn is fixed

means that these are equal and opposite, and cancel when integrated over Dn(t),

giving a result consistent with Eq. (4.7).] We now replace ∂f(x,K, t)/∂t on the

left hand side of Eq. (4.7) by the collision integral that appears on the right hand

side of the quantum Boltzmann equation (2.60), and substitute for f(x,K, t) in

the collision integral using Eq. (4.6). (The streaming terms in the QBE give no

contribution, since the form Eq. (4.6) is a function of the energy ε(x,K, t) only.)

This procedure leads to the ergodic quantum Boltzmann equation in the form

gn
∂fn

∂t
=

4a2h3

m2

∑

pqr

{fpfq(1 + fr)(1 + fn) − (1 + fp)(1 + fq)frfn}

×
∫

d3xd3K

h3

∫

d3K1

∫

d3K2

∫

d3K3

×χp(x,K1, t)χq(x,K2, t)χr(x,K3, t)χn(x,K, t)δ (K1 + K2 − K3 − K)

×δ (ε(x,K1, t) + ε(x,K2, t) − ε(x,K3, t) − ε(x,K, t)) . (4.8)

The final integral is approximated by the method of Ref. [91] to give

gn
∂fn

∂t
=

8ma2ω̄2

π~

∑

pqr

{fpfq(1 + fr)(1 + fn) − (1 + fp)(1 + fq)frfn}

×M(p, q, r, n)∆(p, q, r, n). (4.9)

where ω̄ is defined in Eq. (2.42), and ∆(p, q, r, n) is a function that expresses overall

energy conservation, and is defined by

∆(p, q, r, n) =

{

1 when |εp + εq − εr − εn| ≤ 1
2
|δεp + δεq + δεr + δεn| ,

0 otherwise.
(4.10)

The quantity M(p, q, r, n) which occurs in Eq. (4.9) expresses all the overlap in-

tegrals over the states in the bins. It is difficult to calculate exactly, and in our

computations we have simply set this to correspond to the value found in Ref. [91]

M(p, q, r, n) → gmin(p,q,r,n). (4.11)
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Since we approximate f(x,K, t) by a constant value within each bin, energy con-

servation means that Ē ≡ ∑

n εngnfn(t) is constant. This follows from the full

quantum Boltzmann equation, which also implies that

∑

rn

∆(p, q, r, n)M(p, q, r, n)(εr + εn)

= (εp + εq)
∑

rn

∆(p, q, r, n)M(p, q, r, n). (4.12)

This is the limit to which the binning procedure defines energy conservation.

4.2 Details of the model

The most important aspect of our model is the inclusion of the mean-field effects of

the condensate. As the population of the condensate increases, the absolute energy

of the condensate level also rises due to the atomic interactions. This results in a

compression in energy space of the quantum levels directly above the condensate

(see Fig. 4.1), and this has an important effect on the evolution of the condensate

band.

The correct description of the quantum levels immediately above the ground

state requires a quasiparticle transformation when there is a significant condensate

population. This is computationally difficult, however, so we make use of a single-

particle approximation for these states. This should be reasonable, as most of the

growth dynamics will involve higher-lying states that will be almost unaffected by

the presence of the condensate. In model B of condensate growth described in

Sec. 3.6 this was done using a linear interpolation of the density of states; here we

use an approximate treatment based on the Thomas-Fermi approximation.

4.2.1 Condensate chemical potential µC(n0)

We consider a harmonic trap with a geometric mean frequency of ω̄ = (ωxωyωz)
1/3.

We include the mean-field effects via a Thomas-Fermi approximation for the con-

densate eigenvalue, which is directly related to the number of atoms in the con-

densate mode. We use a modified form of this relation in order to give a smooth

transition to the correct harmonic oscillator value when the condensate number is

small [c.f. Eq. (2.41)]

µC(n0) = α
[

n0 + (3~ω̄/2α)5/2
]2/5

, (4.13)
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µC(n0)
µC(0)

E

x

Figure 4.1: Qualitative picture of the compression of the quantum levels above the
condensate mode as the condensate eigenvalue increases.

where α = (15aω̄m1/2
~

2/4
√

2)2/5. Thus, for n0 = 0 we have µC(0) = ε0 = 3~ω̄/2.

4.2.2 Density of states ḡ(ε)

The derivation of the density of states that we use is given in Appendix C. Fol-

lowing Timmermans et al. [110], we assume a Bogoliubov-like dispersion relation

for all particles in the region of the condensate. The expression Timmermans et

al. derived involved integrals which they did not perform; we have carried these

out analytically to give the final result

ḡ(ε, n0) =
ε2

2(~ω̄)3

{

1 + q1 (µC(n0)/ε) +

(

1 − µC(n0)

ε

)2

q2

(

1

ε/µC(n0) − 1

)

}

,

(4.14)

where

q1(x) =
2

π

[√
x
√

1 − x(1 − 2x) − sin−1(
√
x)
]

, (4.15)

q2(x) =
4
√

2

π

[

√
2x+ x ln

(

1 + x+
√

2x√
1 + x2

)

−
{

π

2
+ sin−1

(

x− 1√
1 + x2

)}

]

.

(4.16)

This function is plotted in Fig. 4.2, along with the density of states for the ideal gas.

We see that the density of states of the system varies smoothly as the condensate

grows.

As we are assuming that all excitations of the condensate band are particle-

like, to be completely consistent we should use a Hartree-Fock dispersion relation
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Figure 4.2: The modified density of states including the effect of the condensate mean
field (solid curve) compared with the ideal gas density of states (dashed curve) for a
harmonic trap.

in the calculation of the density of states. However, we do not expect this small

discrepancy to have a noticeable effect on our results.

4.3 Numerical methods

4.3.1 Representation of the distribution function

The bins we choose for the representation of the distribution function are divided

into two distinct regions, as illustrated in Fig. 4.3. The lowest energy region cor-

responds essentially to the condensate band RC of QKIII, QKVI, and the growth

papers [100, 102]. In this region fn varies rapidly, and so we use a series of fine-

grained energy bins up to a fixed energy ER ≈ 3µC(n0,max), where n0,max is the

largest number of particles in the condensate during the simulation. The conden-

sate is a single quantum state represented by the lowest energy bin. As the number

of particles in the condensate increases, the energy of the condensate level changes

according to the Thomas-Fermi approximation of Eq. (4.13). Thus the total energy

width of RC decreases as the condensate grows.

We represent RC by a fixed number of energy bins of equal width δεn with a

midpoint at εn. As the condensate energy increases, we adjust εn and δεn between

integration time steps, such that all the bins below ER have equal width. This is
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Figure 4.3: The numerical representation of the system with a condensate of n0 =
2.3 × 106 atoms at a temperature of 590 nK. RC is the condensate band, which is fine-
grained, whereas RNC is the non-condensate band, which is coarse-grained. The division
between the two bands is fixed at ER. The condensate energy is derived from the Thomas-
Fermi approximation.

done by redistributing the particles into new bins after each time step, and thus

does not contradict the requirement that gn is fixed during the time step. We find

that this is the simplest procedure for the calculation of rates into and out of these

levels. We choose the number of bins to be such that the width is not more than

about δεn ∼ 5~ω̄.

The high energy region corresponds to the thermal bath of QKIII and the vapour

of QKV, as discussed in Chapter 3. This is the region in which fn is slowly varying,

and therefore the energy bins are considerably broader (up to 64~ω̄ in the results

presented here). To model the bosonic stimulation experiment of Ref. [35], the

evaporative cooling is carried out by the sudden removal of the population for all

the bins in this region with εn > εcut.

4.3.2 Solution

There are four different types of collision that can occur given our numerical de-

scription of the system. These are depicted in Fig. 4.4, and are

(a) Growth: This involves two particles in RNC colliding, resulting in the transfer

of one of the particles to the condensate band (along with the reverse process).
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Figure 4.4: The four different collision types that can occur in our numerical description.
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(b) Scattering: A particle in RNC collides with a particle in the condensate band,

with one particle remaining in RC .

(c) Internal: Two particles within the condensate band collide with at least one

of these particles remaining in RC after the collision.

(d) Thermal: Two particles from the non-condensate band collide, and both

remain in this band.

Model A of condensate growth [100] considered only process (a). The next calcula-

tion using model B [101, 102] included both processes (a) and (b). The calculations

presented below include all four processes, allowing us to determine whether the

earlier approximations were justified.

The computation of the rates of processes (a) and (b) is difficult because of

the different energy scales of the two bands. Our solution is to interpolate the

distribution function fn in RNC such that the bin sizes are reduced to be the

same as for RC . The rates are then calculated using this interpolated distribution

function, now consisting of more than one thousand bins, and the rates for the large

bins of the non-condensate band are found by summing the rates of the appropriate

interpolated bins.

We have found that these rates are extremely sensitive to the accuracy of the

numerical interpolation—small errors lead to inconsistencies in the solutions of the

MQBE. However, this procedure is more efficient than simply using the same bin

size for the whole distribution, as there are only a small number of bins for the

condensate band.

4.3.3 Algorithm

The algorithm we use to solve the MQBE is summarised as follows:

(1) Calculate the collision summation of Eq. (4.9) for all types of collisions, keep-

ing the density of states and the energies of the levels in the condensate band

RC fixed. The distribution function fn(t+δt) is calculated using an embedded

fourth-order Runge-Kutta method with adaptive step-size, using Cash-Karp

parameters [111].

(2) As mentioned earlier, we use the approximation of Ref. [91] thatM(p, q, r, n) →
gmin(p,q,r,n). We also express energy conservation in a simplified form, using
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the fact that the energy bins will be chosen to be equally spaced, by choosing

a Kronecker delta form

∆(p, q, r, n) → δ(p+ q, r + n). (4.17)

The difference between these two forms clearly goes to zero as the bins become

very narrow. We have checked explicitly that in practice energy is conserved

to very high accuracy throughout the calculation.

(3) As a result of the time step the condensate population n0 will have changed,

along with µC(n0) and the density of states. This results in the compression

of the energies of the excited states above the condensate. The derivation in

Sec. 4.1.1 shows that individual quantum states remain in the same energy

bin during a time step. Therefore, as the actual energy of each quantum level

will shift, the upper and lower boundaries of each bin will be different at the

end of the Runge-Kutta time step. The population gnfn is the occupation of

the shifted energy bin.

(4) As a result of the preceding step, the bins will no longer be of equal width.

Therefore, we redistribute the populations gnfn into a new set of equally

spaced bins, as explained in Sec. 4.3.1. This procedure results in a slight

change to fn, the occupation per energy level of the nth bin.

(5) We now continue with step (1).

The change in µC(n0) with each time step, and hence the shifts in the energy of

the bins in RC , is very small. Therefore, the adjustment of the distribution function

due to step (4) is tiny and is much smaller than the change due to step (1).

This algorithm has been tested by altering the position of ER and the width

of the energy bins in both RNC and RC . We have found that the solution is

independent of the value of ER for a wide range of these parameters.

4.4 Results

In this section we present the results of simulations modelling the experiments

described in Ref. [35]. As explained in Sec. 3.5, in these experiments a cloud of

sodium atoms was evaporatively cooled to just above the Bose-Einstein transition
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temperature, before a rapid RF cut removed the high-energy tail of the distribu-

tion. The growth of a condensate was then observed using non-destructive imaging

techniques.

We have carried out a full investigation of the effect that varying the initial cloud

parameters has on the growth of the condensate for the trap configuration described

in Ref. [35]. Here we concentrate on a comparison of these results with the earlier

theoretical model B described in Chapter 3. To model the experiments we begin our

simulations with an equilibrium Bose-Einstein distribution with temperature Ti and

chemical potential µinit, and truncate it at an energy εcut = ηkTi. This represents

the system at the end of the RF cut. The distribution is then allowed to evolve in

time until the gas once again approaches equilibrium, that is, the appropriate Bose-

Einstein distribution in the presence of a condensate. This process is depicted in a

series of snapshots of the distribution function from a single simulation in Fig. 4.5.

Because of the ergodic assumption, the MQBE that we simulate depends only

on the geometric average of the trapping frequencies ω̄ = (ωxωyωz)
1/3. There is

likely to be some type of experimental dependence on the actual trap geometry

that is not included in our simulation; however, in the regime kT � ~ω̄ this should

be small. The trap parameters of Ref. [35] were (ωx, ωy, ωz) = 2π × (82.3, 82.3, 18)

Hz, giving ω̄ = 2π × 49.6 Hz.

4.4.1 Matching the experimental data

The main source of quantitative experimental data of condensate growth generally

available is Fig. 5 of Ref. [35], reproduced as Fig. 3.4 in the previous chapter. This

gives growth rates as a function of final condensate number and temperature rather

than the initial conditions. Whereas the growth curves calculated in Refs. [100, 102]

required these parameters as inputs, the calculations presented here require three

different input parameters; the initial number of atoms in the system Ni (and hence

the initial chemical potential µinit), the initial temperature Ti, and the position of

the cut energy ηkTi.

Given the parameters supplied in Ref. [35], it is possible to calculate several sets

of initial conditions that will result in the final state of the gas that we require. As

we know the final condensate number, we can calculate the value of the chemical

potential of the gas using the Thomas-Fermi approximation for the condensate

eigenvalue, Eq. (4.13). This gives a density of states according to Eq. (4.14), and

along with the measured final temperature Tf , we can calculate the total energy
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Figure 4.5: Snapshots of the distribution function for a simulation with initial conditions
µinit = −100~ω̄, Ti = 1119 nK, and η = 2.83. This results in a condensate with n0 =
7.5 × 106 atoms at a temperature of Tf = 830 nK. For clarity, the condensate itself is
not depicted, but the presence of a significant amount of condensate has the effect of
displacing the left-hand end of the curves (d)–(f) by an amount µC(n0)/kTi from the
axis. The growth curve for this simulation is shown in Fig. 4.6(a).
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Etot and number of atoms Ntot in the system at the end of the experiment

Ntot = n0 +
∞
∑

εn>µC(n0)

gn

exp[{εn − µC(n0)}/kTf ] − 1
, (4.18)

Etot = E0(n0) +
∞
∑

εn>µC(n0)

εngn

exp[{εn − µC(n0)}/kTf ] − 1
. (4.19)

This completely characterises the final state of the gas.

We now want to find an initial distribution that would have the same total

energy and number of atoms if truncated at εcut = ηkTi (the parameter η is not

recorded in the experimental data). If we guess an initial chemical potential for the

distribution µinit, we can self-consistently solve for the parameters Ti and η from

the following nonlinear set of equations

Ntot =

ηkTi
∑

εn=3~ω̄/2

gn

exp[(εn − µinit)/kTi] − 1
, (4.20)

Etot =

ηkTi
∑

εn=3~ω̄/2

εngn

exp[(εn − µinit)/kTi] − 1
. (4.21)

This gives the input parameters for our simulation, and we can now calculate

growth curves starting with initially different clouds, but resulting in the same

final condensate number and temperature.

4.4.2 Typical results

A sample set of growth curves is presented in Fig. 4.6(a), for a condensate with

7.5 × 106 atoms at a final temperature of 830 nK and a condensate fraction of

10.4%. The initial parameters for the curves are given in Table 4.1.

It can be seen that the curves are very similar, and arguably it would be difficult

to distinguish them in experiment. The main difference is that the further the

system starts from the transition point (i.e. the more negative the initial chemical

potential), the longer the initiation time but the steeper the growth curve.

Effective chemical potential

To facilitate the understanding of these results, we introduce the concept of an

effective chemical potential µeff for the non-condensate band. We do this by fitting
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Figure 4.6: Growth of a condensate with n0 = 7.5 × 106, Tf = 830 nK. Solid lines
µinit = 0, dotted lines µinit = −40~ω̄, dashed lines µinit = −100~ω̄. (a) Population of
the condensate versus time. The grey curve is the solution for model B of condensate
growth. (b) Chemical potential µC(n0) of the condensate (lower curves) and effective
chemical potential µeff of the thermal cloud (upper curves).

µinit(~ω̄) Ti(nK) Ni(10
6) η εcut(~ω̄)

0 1000 89.1 3.82 1605
-40 1080 100.1 3.31 1503
-100 1119 117.6 2.83 1419

Table 4.1: Parameters for the formation of a condensate with n0 = 7.5 × 106 atoms at
a temperature of Tf = 830nK from an uncondensed thermal cloud. The growth curves
are plotted in Fig. 4.6.
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a Bose-Einstein distribution to the lowest energy bins of RNC as a function of time.

Obviously, the chemical potential is undefined when the system is not in equilib-

rium, but as has been noted for the classical Boltzmann equation, the distribution

function tends to resemble an equilibrium distribution as evaporative cooling pro-

ceeds [112]. The effective chemical potential is not unique—it is dependent on the

particular choice of the energy cutoff ER. It gives a good indication of the “state”

of the non-condensate, however, since the majority of the particles entering the

condensate after a collision come from bins in the region of ER. Here we compute

µeff using a linear fit to ln(1 + 1/fn) for the first ten bins of the noncondensate

band, with the intercept giving µeff and the gradient an effective temperature.

Interpretation

We find that all the results presented in this chapter can be qualitatively understood

in terms of the simple growth equation (3.31), with the vapour chemical potential

µ replaced by the effective chemical potential µeff of the thermal cloud.

The simple growth equation requires µeff > µC(n0) for condensate growth to oc-

cur. In Fig. 4.6(b) we plot the effective chemical potential µeff of the thermal cloud

and the chemical potential of the condensate µC(n0). This graph helps explain

the two effects noted above—longer initiation time and a steeper growth curve for

the µinit = −100~ω̄ case. Firstly, the inversion of the chemical potentials for this

simulation occurs at a later time than for µinit = 0, causing the stimulated growth

to begin later. This is because for the µinit = −100~ω̄ simulation the initial cloud is

further from the transition point at t = 0. Secondly, the effective chemical potential

of the thermal cloud rises more steeply in this case, meaning that [µeff −µC(n0)] is

larger, and therefore the rate of condensate growth is increased.

4.4.3 Comparison with model B

In Fig. 4.6(a) we have also plotted the growth curve that is predicted for the

same final condensate parameters by model B of condensate growth described in

Sec. 3.6 and Ref. [102]. We note that in this model the vapour is treated as being

undepleted, with a constant chemical potential and temperature.

For these particular parameters, it turns out that the results of the full calcu-

lation of the growth curve give very similar results to model B, with the initial
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condensate number adjusted appropriately.1 This is not surprising; indeed, from

Fig. 4.6(b) we can see that the approximation of the thermal cloud by a constant

chemical potential (i.e. the cloud is not depleted) is good for the region where the

condensate becomes macroscopic.

For larger condensate fractions, however, the principal condition assumed in

model B that the chemical potential of the vapour can be treated as approximately

constant is no longer satisfied. In Fig. 4.7(a) we plot the growth of the same size

condensate as in Fig. 4.6, (that is, 7.5×106 atoms), but at a lower final temperature

of 590 nK. In this situation the condensate fraction increases to 24.1%, and so there

is considerable depletion of the thermal cloud. The effect of this can be seen in

Fig. 4.7(b). The difference between the vapour and condensate chemical potentials

[µeff − µC(n0)] initially increases to much larger values than for model B, in which

µeff is held constant at its final equilibrium value. It is this fact that causes more

rapid growth in the new calculations.

As the condensate continues to grow, it begins to significantly deplete the ther-

mal cloud, causing µeff to decrease from its maximum. It is the “overshoot” of

µeff from the final equilibrium value that model B cannot take into account. This

overshoot only occurs for final condensate fractions of more than about 10%; hence

up to this value model B should be sufficient.

4.4.4 Effect of final temperature on condensate growth

We have investigated the effect that the final temperature has on the growth of a

condensate of a fixed final population. All simulations in this section began with

µinit = 0, since the initial chemical potential has little effect on the overall shape

of the growth curves. The other parameters Ti and η are then determined, and

the initial conditions are shown in Table 4.2. The results of these simulations are

presented in Fig. 4.8.

We find the somewhat surprising result that the growth curves do not change

significantly over a very large temperature range for the same size condensate.

In fact, a condensate formed at 600 nK grows more slowly than at 400 nK for

these parameters—an effect in qualitative agreement with the trend observed in

the MIT experiment. As the temperature is increased further, however, the growth

rate increases again, and at a final temperature of 1 µK the growth rate is faster

1In the solution of model B the initial condensate number is indeterminate, whereas for the
full calculation described in this chapter the initial distribution is Bose-Einstein, with the zero of
time corresponding to the removal of the high-energy tail.
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Figure 4.7: Comparison of condensate growth models for a condensate fraction of 24.1%,
n0 = 7.5 × 106, Tf = 590 nK. Solid lines µinit = 0, dashed lines µinit = −100~ω̄.
(a) Population of condensate versus time. The grey line is the solution of model B.
(b) Chemical potential of condensate (lower curves) and effective chemical potential of
thermal cloud (upper curves).
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Figure 4.8: Growth of a condensate with a final condensate size of n0 = 2.5× 106 atoms
from a vapour with µinit = 0. The dotted line is for a final temperature of 400 nK, dashed
600 nK, and solid 1 µK. (a) Growth curves. (b) Chemical potential of condensate (lower
curves) and thermal cloud (upper curves).

Tf (nK) Ti(nK) Ni(10
6) η εcut(~ω̄) Condensate fraction

400 622.0 21.5 2.19 572 0.253
600 707.3 31.6 4.03 1198 0.099
1000 1064.8 107.7 5.87 2629 0.025

Table 4.2: Parameters for the formation of a condensate with n0 = 2.5 × 106 atoms
from an uncondensed thermal cloud with µinit = 0. The growth curves are presented in
Fig. 4.8.
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than at 400 nK. This effect has also been observed for both larger (7.5 × 106) and

smaller (1 × 106) condensates.

This observation can once again be interpreted using the simple growth equa-

tion (3.31). Although W+(n0) increases with temperature [approximately as T 2

as shown in Eq. (3.38)], the maximum value of [µeff − µC(n0)] achieved via evap-

orative cooling decreases with temperature for a fixed condensate number, as the

cut required is less severe and the final condensate fraction is smaller. Also, the

term in the curly brackets of Eq. (3.31) is approximately proportional to T −1 for

most regimes. The end result is that the decrease in this term compensates for

the increase in W+(n0), giving growth curves that are very similar for the different

simulations. Once the “overshoot” of the thermal cloud chemical potential ceases

to occur (when the evaporative cooling cut is not very severe), the growth rate

begins to increase with temperature as predicted by model B.

4.4.5 Effect of size on condensate growth

Finally, we have performed simulations of the formation of a condensate of a varying

size at a fixed final temperature. The parameters for these simulations are given in

Table 4.3, and the growth curves are plotted in Fig. 4.9(a). We find that the larger

the final condensate, the more rapidly it grows. The initial clouds required to form

the larger condensates not only start at a higher temperature (and thus have a

higher collision rate to begin with), but also need to be truncated more severely,

causing a larger difference in the chemical potentials as seen in Fig. 4.9(b). Thus,

instead of these effects negating each other as in the previous section, here they

tend to reinforce one another. This causes the growth rate to be highly sensitive

to the final number of atoms in the condensate for a fixed final temperature.

In Fig. 4.9(a) we also plot in grey the lower temperature results of Fig. 3.6(b),

computed using model B of condensate growth. This curve has the same parameters

as the dashed curve that was computed using the full model. It can be seen that

the two methods are in very good agreement with each other for this choice of

parameters—but the experimental data disagrees with the theoretical curves. It

is this particular set of final parameters for which the discrepancy between theory

and experiment remains.
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Figure 4.9: Growth of a condensate with a final temperature of 590 nK, starting from
an uncondensed thermal cloud with µinit = 0. Solid line 7.5 × 106 atoms, dotted line
5.0×106 atoms, dashed line 2.3×106 atoms. The dashed line is for the same parameters
as the lower temperature curves in Fig. 3.6. (a) Growth curves, with the solution to
model B in grey. (b) Chemical potential of condensate (lower curves) and thermal cloud
(upper curves).

n0(10
6) Ti(nK) Ni(10

6) η εcut(~ω̄) Condensate fraction
2.3 692.5 29.6 4.07 1186 0.095
5.0 794.6 44.7 2.91 973 0.179
7.5 897.9 64.6 2.29 865 0.239

Table 4.3: Parameters for the formation of condensates at Tf = 590 nK from an uncon-
densed thermal cloud with µinit = 0. The growth curves are presented in Fig. 4.9.
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4.4.6 The appropriate choice of parameters

In our computations we have taken some care to make sure that we give our results

as a function of the experimentally measured final temperature Tf and conden-

sate number n0. Nevertheless, it can be seen from our results that this can give

rise to counterintuitive behavior, such as the fact that under the condition of a

given final condensate number, the growth rate seems to be largely independent

of temperature because of the cancellation noted in Sec. 4.4.4. This effect has its

origin in the simple fact that with a sufficiently severe cut, it is impossible to sepa-

rate the process of equilibration of the vapour distribution from the growth of the

condensate. In other words, the attempt to implement the “ideal” experiment in

which a condensate grows from a vapour with a constant chemical potential and

temperature cannot succeed with a sufficiently large cut. Under these conditions

the initial temperature differs quite strongly from the final temperature. Also, the

number of atoms required to form the condensate is so large that the vapour cannot

be characterised by a slowly varying chemical potential during most of the growth

process.

4.4.7 Comparison with experiment

Comparison with MIT fits

The most quantitative data available from Ref. [35] is in the graph we have repro-

duced as Fig. 3.4, in which the experimental results are presented as parameters

extracted from fits to the simple growth equation (3.31). In Ref. [102] we took two

clusters of data from this figure at the extremes of the temperature range for which

measurements were made, and compared the theoretical results with the fitted ex-

perimental curves. At the higher temperature of 830 nK the results were in good

agreement with experiment, but at 590 nK they differed significantly, the experi-

mental growth rate being about three times faster than the theoretical prediction

based on model B.

We have performed the same calculations using the detailed model of this chap-

ter. The results for 830 nK are presented in Fig. 4.6 and those for 590 nK are

presented in Fig. 4.9. There is a good match between the two theoretical models at

both temperatures. This means that the more sophisticated calculation presented

here does not explain the observed discrepancy between theory and experiment for

the lower temperature case.
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Comparison with sample growth curves

In Ref. [35] some specific experimental growth curves are presented, and we shall

compare these with our computations. We also compare our results with those of

Bijlsma et al. [113], whose paper on this subject appeared as a preprint soon after

this work was submitted to the cond-mat eprint archive [114]. Their method is

derived from the formalism for finite temperature dynamics developed by Zaremba

et al. [115] and is essentially a quantum Boltzmann equation in an effective poten-

tial formed by the trap and Thomas-Fermi condensate. There are some important

differences to our own work, however, and their work provides an useful check of

our own calculations.

In Fig. 4.10 we show the experimental data from Fig. 3 of Ref. [35], the compu-

tation of Fig. 11 of Ref. [113], and our own calculation. This is for the MIT sodium

trap, with the simulation parameters taken from Bijlsma et al. of Ni = 60 × 106,

Ti = 876 nK and η = 2.5. We find that this results in a condensate of 6.97 × 106

atoms at a temperature of 604 nK, and a final condensate fraction of 21.8% after

half a second. This agrees with our predictions from the solution of the equations

in Sec. 4.4.1 at t = ∞ to within 0.2%.

We can see that there is little difference in the results of the two computations for

this case, the main discrepancy being that the initiation time for our simulation is a

little longer than that of Bijlsma et al. This is likely to be due to the fact that their

calculation starts with the condensate already occupied with n0 = 5 × 104 atoms,

whereas we begin with the equilibrium number given by the Bose distribution of

n0 = 208 atoms. However, this difference could be brought about by the use of a

slightly different density of states, which could also be the cause of the difference

in the final condensate number of approximately 3 × 105 atoms.

The agreement with the experimental growth curve data is very good for both

computations. Model B of condensate growth cannot reproduce the results at

this temperature, as is shown by the lower grey curve in Fig. 4.10. This is as we

expect—the final condensate fraction is far greater than 10% and in this case the

“overshoot” of µeff is significant. These initial conditions are the only situation

where we have found that the “speedup” given by the full quantum Boltzmann

theory may yield a significant improvement of the fit to the experimental data.

We would like to emphasise, however, that the parameters used for this simu-

lation do not come from experimental data. The MIT paper [35] does not provide

any details of the size of the thermal cloud, or the temperature at which this curve

was measured, and as such, a set of unique initial and final parameters of the ex-



82 Chapter 4. Growth of a trapped Bose-Einstein Condensate

0 0.1 0.2 0.3 0.4 0.5
0

1

2

3

4

5

6

7

8

n 0  (
10

6 )

Time  (s)

Figure 4.10: A comparison between the results of Fig. 11 of Ref. [113] and our own
calculations with the initial conditions Ni = 60 × 106 atoms, Ti = 876 nK, η = 2.5. Our
data is shown as the solid line and the results from Bijlsma et al. are the dashed line.
The lower grey curve corresponds to the results of model B for a final temperature of
Tf = 604 nK matching these initial conditions. The upper grey curve is also for model
B, but with what we feel is a more realistic final temperature of Tf = 830 nK. The
experimental data points are the solid dots.

periment cannot be determined. We have simply taken these parameters from the

calculation of Ref. [113].

In fact, it seems likely to us that the final temperature for the experimental

curve shown in Fig. 4.10 should be higher. Studying Fig. 3.4 shows that most

condensates of 7× 106 atoms or more were formed at temperatures above 800 nK.

We have therefore performed a second calculation using the simple model B with

a final temperature of 830 nK, and this result is shown as the upper grey curve

in Fig. 4.10. As can be seen, this also fits the experimental data extremely well.

The condensate fraction at this higher temperature is 10.2%, meaning that these

parameters are very similar to the situation considered in Fig. 4.6, which was

originally found to be a good match to experimental data in Ref. [102]. We note

that the solution to model B at this higher temperature is also in good agreement

with our more detailed calculation for these parameters, which has not been plotted

for clarity.

The situation is very different, however, if we compare with the growth curve

data of Fig. 4 from Ref. [35] (part (a) of which is reproduced here in Fig. 4.11)
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Quantity Parameters extracted Parameters which give
from experiment an apparent fit

Ni (106) 40.0 40.0
Atoms lost 60% 94%

Condensate fraction 7.2% 51%
Ti (nK) 945.5 765
Tf (nK) 530 211

η 2.19 0.60

Table 4.4: Comparison of the static parameters of the Bose gas that match Fig. 4 of
Ref. [35].

with a final condensate population of 1.2 × 106 atoms. For this particular curve

sufficient experimental data is provided such that all relevant cloud parameters can

be determined. The MIT figure shows an experimentally measured reduction in

the thermal cloud number from 40×106 atoms to about 15×106 over the duration

of the experiment. Including the final condensate population gives a total number

of atoms in the system of approximately 16.2× 106, or a loss of 60% of the atoms.

With the three pieces of data taken from the MIT graphs (initial thermal cloud

number, final thermal cloud number and final condensate number), we can estimate

all the relevant parameters using the equations of Sec. 4.4.1, and these are shown

in the left column of Table 4.4.

While the parameters we present here are consistent with the static experimen-

tal data, the growth curve corresponding to these parameters (shown in Fig. 4.11)

certainly does not fit the dynamical data. We find that to remove such a large

proportion of atoms yet still obtain a relatively small condensate, the initial sys-

tem must be a long way from the transition temperature, with µinit = −212~ω̄.

This means that condensate growth does not occur until the relaxation of the ther-

mal cloud is almost complete, resulting in a very long initiation time. Also, when

the growth does begin, the rate is significantly slower than was observed experi-

mentally. This is the parameter regime in which the experimental and theoretical

discrepancies lie—at relatively low temperature, but with a condensate fraction

of less than ten percent such that model B agrees with the more sophisticated

calculation of this chapter.

As well as the computation based on the extracted parameters, in Fig. 4.11

we also present two “apparent fits,” one based on our calculations and another

based on a calculation of Bijlsma et al. [113]. Here we find the results of the two

different formulations are almost identical. The difference appears to be due to
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Figure 4.11: A comparison between the data of Fig. 4 of Ref. [35] (large solid dots) and
our own calculations. The solid curve shows the growth curve for the static parameters
that we have extracted from the experimental data: Ni = 40 × 106, Ti = 945.5 nK,
η = 2.19. An apparent fit can also be obtained—the parameters for the grey curve (our
results) and dashed curve (Bijlsma et al.) are Ni = 40×106 atoms, Ti = 765 nK, η = 0.6.
However, as noted in the text, these parameters are not experimentally acceptable.

the initial condensate number—our calculations begin with 295 atoms, whereas

Bijlsma et al. begin with 104 atoms. The initial parameters chosen in Ref. [113] for

this simulation are a system of Ni = 40 × 106 atoms at a temperature of Ti = 765

nK, and the energy distribution is truncated at η = 0.6—an extremely severe cut.

However, while the fit to the experimental data looks very good, the initial

parameters for these calculations are not consistent with the experiment. An in-

spection of the final state of the gas explains the situation. The final temperature

according to these computations is Tf = 211 nK, and the condensate fraction is

51%. Looking at the data of Ref. [35], we find that no final temperatures lower

than 500 nK were measured, and the largest condensate fraction reported was 30%

(although our analysis of the experimental data from Fig. 3.4 gave a maximum of

17%). The evaporative cooling for these “apparent fit” simulations would remove

94% of the atoms in the trap, and we believe it is very unlikely that this matches

any of the experimental situations.
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Speedup of condensate growth compared to model B

We have shown that compared to model B of condensate growth, a significant

speedup can occur for condensate fractions larger than 10% . However, this is not

sufficient to explain the discrepancy of theory with the experimental results for

all of the measured values of temperature and condensate fraction from Fig. 3.4.

The only situation in which this speedup might be relevant to the MIT experiment

is the single growth curve shown in Fig. 4.10. However, as we have noted, the

initial conditions for this figure are quite speculative, and in fact also appear to be

unrealistic.

The actual speedup observed in our computations is the same order of magni-

tude as that achievable with a different condensate fraction, and it is conceivable

that the problem could be experimental rather than theoretical—a systematic error

in the methodology of extracting the condensate number from the observed data

could cause the effect. For a realistic comparison to be made between theory and

experiment, sufficient data should be taken to verify all the relevant parameters

that have an influence on the results.

Thus one should measure the initial temperature and number of atoms, along

with the final temperature, condensate number and the size of the “cut”. In par-

ticular it should be noted that in the one case where all of this data is available,

substantial disagreement is found between theory and experiment, as is shown in

Fig. 4.11.

The work on condensate growth published in QKVI considered in detail a semi-

classical method of fitting theoretical spatial distributions to the two-dimensional

data extracted by phase-contrast imaging of the system during condensate growth.

This method shows that significantly different condensate numbers and tempera-

tures are consistent with the MIT data and methodology [35, 116]. This could be

a possible cause of the discrepancy between theory and experiment.

4.4.8 Outlook

It remains conceivable, however, that approximations made in this formulation

of quantum kinetic theory are not valid in the experimental regime where the

discrepancy lies. In this section we summarise the possible further extensions to

the model of condensate growth described in this chapter.

The first possible extension is to remove the ergodic approximation, that as-

sumes all levels of a similar energy are equally occupied. From the results of QKII
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it would seem that any non-ergodicity in the initial distribution would be damped

on the time-scale of the growth—therefore the effect of this could be significant if

the initial distribution is far from ergodic. It is difficult to know what the exact

initial distribution of the system is without performing a detailed three-dimensional

calculation of the evaporative cooling, which would require massive computational

resources. Also related to this point, we have used the simplified expression of

Eq. (4.11) derived in analogy with the work of Holland et al. [91] on the ergodic

approximation.

The second important approximation is that the low-lying states of the gas are

well-described by a single-particle excitation spectrum, so that a density of states

description can be used to calculate the collision rates for these levels. The justifi-

cation for this is that these states are not expected to be important in determining

the growth of the condensate. Indeed, in QKVI it was shown that varying these

rates by orders of magnitude had little effect on the growth curves.

The third approximation made is that the growth of the condensate level is adi-

abatic, and that its shape is always well-described by the Thomas-Fermi wave func-

tion. This may not be the case, and indeed some collective motion during growth

was observed in Ref. [35]. We feel that this may become important for sufficiently

large truncations of the thermal cloud, i.e. in experiments that could be consid-

ered a temperature “quench”. Removing this assumption would require introduc-

ing a full description of the low-lying quasiparticle levels, and a time-dependent

Gross-Pitaevskii equation for the shape of the condensate—again requiring large

computational resources.

The final approximation is that fluctuations of the occupation of the quantum

levels are ignored. It seems unlikely that this would have a major effect, as most

of the experimental data was averaged over a number of runs.

The agreement between the theory and the single experiment performed so

far is generally good, and there is only one regime in which there is significant

discrepancy. The removal of these approximations requires a large amount of work,

and we feel this is not justified until new experimental data on condensate growth

becomes available.

4.5 Conclusions

We have extended the earlier models of condensate growth described in Chapter 3,

Refs. [100, 101, 102] and QKVI to include the full time-dependence of both the
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condensate occupation and the thermal cloud. We have compared the results of

this more sophisticated calculation with model B and determined that for bosonic

stimulation experiments resulting in a condensate fraction of the order of 10%,

model B is quite sufficient.

However, for larger condensate fractions the depletion of the thermal cloud

becomes important. We have introduced the concept of the effective chemical

potential µeff for the thermal cloud as it relaxes, and observed it to overshoot its

final equilibrium value in these situations. This results in a much higher growth

rate than model B would predict. We have therefore identified a mechanism for

a possible speedup of condensate growth that may contribute to eliminating the

discrepancy with experiment.

We have also found that the results of these calculations can be qualitatively

explained using the effective chemical potential of the thermal cloud, µeff , and

the simple growth equation (3.31). In particular, the rate of condensate growth

for the same size final condensate can be remarkably similar over a wide range

of temperatures; in contrast, the rate of growth is highly sensitive to the final

condensate number at a fixed temperature.

The model we have developed in this thesis eliminates all the major approxi-

mations in the previous calculations of condensate growth apart from the ergodic

assumption, whose removal would require massive computational resources. In

the absence of experimental data that is sufficiently comprehensive to allow a full

comparison between theory and experiment, this does not seem justified at present.

In Sec. 4.4.7 we have compared the results of our simulations to those of Bi-

jlsma et al. [113], and found that our formulations are quantitatively very similar,

giving growth curves in excellent agreement with each other. The two treatments

are based on similar, but not identical methodologies, and have been independently

computed. Thus the disagreement with experiment must be taken seriously.





Chapter 5

A formalism for BEC dynamics

The Gross-Pitaevskii equation has been used extensively in the literature to pre-

dict the properties of Bose-Einstein condensates near T = 0, when there are very

few non-condensate atoms present. Both statically and dynamically it has shown

excellent agreement with experiment, as discussed in Sec. 2.3.5 of this thesis.

The most successful finite temperature theories of BEC are based on second

order perturbation theory, and are limited to the case of thermal equilibrium away

from the region of critical fluctuations [54, 55, 56]. As mentioned earlier, these

have accurately determined quantities such as excitation frequencies and damping

rates of Bose-condensed systems from first principles.

Dynamical theories of condensates in the presence of a thermal cloud pose a

much greater challenge. To date, most attempts have had to make use of severe

approximations to be able to carry out practical calculations. Some examples of

these include

1. The effect of evaporative cooling on the dynamics of condensation in small

systems [117].

2. Atom lasers with a restricted number of modes [118].

3. The growth of a trapped Bose-Einstein condensate, as described in the pre-

vious two chapters of this thesis.

It has been argued, however, that the Gross-Pitaevskii equation can describe the

dynamics of a Bose-Einstein condensate at finite temperature [94, 90, 119, 120].

In the limit that the low-lying modes of the system are highly occupied (Nk �

89
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1), the classical fluctuations of the field operator Ψ̂(x, t) overwhelm the quantum

fluctuations, and these modes may be approximated by a coherent wave function.

This is analogous to the situation in laser physics, where the highly occupied laser

modes can be well described by classical equations. Very recently two preprints by

Svistunov have appeared suggesting the use of the GPE to study the kinetics of

strongly non-equilibrium BEC [121, 122].

Despite this proposal appearing in the literature in 1991 [94], very few numer-

ical calculations have been performed. The first was by Damle et al. [123], who

calculated the approach to equilibrium of a near-ideal superfluid using the GPE, in

which they concentrated on the scaling behaviour of the time for condensate forma-

tion. More recently, Marshall et al. [124] performed two-dimensional simulations

of evaporative cooling of a thermal Bose field in a trap. While they qualitatively

showed that the GPE appeared to represent a thermal field, there was no quantita-

tive analysis. Finally, a preprint has recently appeared that treats several modes of

a homogeneous Bose gas classically [125]. This is close to the treatment we present

in this chapter, and indeed, some of the results observed are similar to those pre-

sented in Chapter 6. Classical approximations to other quantum field equations

have been successful in the calculation of the dynamics of the electroweak phase

transition [126].

The main advantage of these methods is that realistic calculations, while still

a major computational issue, are feasible—methods for solving the GPE are well

developed. In addition, the GPE is non-perturbative and it should be possible

to study the region of the BEC phase transition, where perturbation theory often

fails.

There are, however, a number of problems associated with the use of the GPE

at finite temperature. It is a classical equation, and so in equilibrium it will satisfy

the equipartition theorem—all modes of the system will contain an energy kBT .

Thus, if we couple the GPE to a heat bath and numerically solve the equation

with infinite accuracy, we will observe an ultra-violet catastrophe. Also, the higher

the energy of any given mode, the lower its occupation will be in equilibrium and

eventually the criterionNk � 1 will no longer be satisfied. For these low occupation

modes a form of kinetic equation is more appropriate. The solution to both of these

problems is to introduce a cutoff in the modes represented by the GPE.

In this chapter we develop a formalism in which the low-lying modes of the

system are described non-perturbatively by a form of Gross-Pitaevskii equation,

coupled to a thermal bath described by a quantum Boltzmann equation. We derive
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a finite temperature GPE, and discuss the terms that couple the coherent part of

the field operator to the thermal bath. In particular we show how a description of

loss via elastic collisions arises naturally in the formalism.

In Chapter 6 we present numerical results based on this method, and finally in

Chapter 7 we discuss its future use and development.

5.1 Decomposition of the field operator

The goal of this formalism is to describe the coherent part of the field operator

by a wave function. In this region, the quantum fluctuations of the field can be

neglected in comparison to the classical fluctuations. With this in mind, we define

the projection operator

P̂ =
∑

ν∈C

|ν〉〈ν|, (5.1)

such that operating on the field operator with P̂ gives

P̂Ψ̂(x) =
∑

ν∈C

φν(x)

∫

d3x′ φ∗
ν(x

′)Ψ̂(x′),

=
∑

ν∈C

âνφν(x),

= ψ̂(x). (5.2)

The region C is determined by the requirement that 〈â†ν âν〉 � 1, and the set {φν}
defines some basis in which the field operator is approximately diagonal at the

boundary of C. We envisage that in any calculation, the boundary of C will be

estimated in the construction of the initial wave function. If the particular choice

later turns out to be unsatisfactory, the boundary can be adjusted accordingly and

the calculation repeated.

We now define the operator Q̂ = 1̂ − P̂ , such that

Q̂Ψ̂(x) =
∑

k/∈C

âkφk(x),

= η̂(x). (5.3)

The operator η̂(x) represents the thermal bath, or incoherent region I. Quan-

tum fluctuations are important for these modes—in fact we will later assume that
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〈âk〉 ≈ 0 for the large majority of k /∈ C.

The full field operator can be represented by

Ψ̂(x) = [P̂ + Q̂]Ψ̂(x),

= ψ̂(x) + η̂(x),

=
∑

ν∈C

âνφν(x) +
∑

k/∈C

âkφk(x), (5.4)

where we indicate indices within C by Greek subscripts, and outside C by Ro-

man subscripts. We shall follow this convention throughout the remainder of this

chapter.

5.2 Equations of motion

5.2.1 The Hamiltonian

We now substitute the decomposition of Eq. (5.4) into the Hamiltonian Eq. (2.1)

and find for the non-interacting part

Ĥ0 =
∑

αβ

〈α|Ĥsp|β〉â†αâβ (5.5a)

+
∑

αk

[

〈α|Ĥsp|k〉â†αâk + h.c.
]

(5.5b)

+
∑

kj

〈k|Ĥsp|j〉â†kâj, (5.5c)

where h.c. denotes the hermitian conjugate, and we have defined

〈k|Ĥsp|j〉 =

∫

d3x φ∗
k(x)Ĥspφj(x). (5.6)

We assume for k /∈ C that φk(x) is an eigenstate of Ĥsp, and so Ĥ0 simplifies to

Ĥ0 =
∑

αβ

〈α|Ĥsp|β〉â†αâβ + ~

∑

k

ωkâ
†
kâk, (5.7)
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as 〈α|Ĥsp|k〉 = ~ωk〈α|k〉 = 0. For the interaction part of the Hamiltonian we have

ĤI =
1

2

∑

αβχσ

〈αβ|V |χσ〉â†αâ†βâχâσ (5.8a)

+
∑

αβχn

[

〈αβ|V |χn〉â†αâ†βâχân + h.c.
]

(5.8b)

+
1

2

∑

αβmn

[

〈αβ|V |mn〉â†αâ†βâmân + h.c.
]

(5.8c)

+ 2
∑

αjχn

〈αj|V |χn〉â†αâχâ
†
j ân (5.8d)

+ 2
∑

αjmn

[

〈αj|V |mn〉â†αâ†j âmân + h.c.
]

(5.8e)

+
1

2

∑

kjmn

〈kj|V |mn〉â†kâ
†
j âmân, (5.8f)

where the symmetrised matrix element 〈kj|V |mn〉 is defined in Eq. (2.14). Using

Eqs. (5.7) and (5.8) we now derive the Heisenberg equations of motion for the

operators in each region.

5.2.2 Coherent region

The equation of motion for a coherent region mode is

i~
dâα

dt
=

∑

β

〈α|Ĥsp|β〉âβ (5.9a)

+
∑

βχσ

〈αβ|V |χσ〉â†βâχâσ (5.9b)

+
∑

qχσ

〈αq|V |χσ〉â†qâχâσ (5.9c)

+ 2
∑

βmσ

〈αβ|V |mσ〉â†βâmâσ (5.9d)

+
∑

βmn

〈αβ|V |mn〉â†βâmân (5.9e)

+ 2
∑

qmσ

〈αq|V |mσ〉â†qâmâσ (5.9f)

+
∑

qmn

〈αq|V |mn〉â†qâmân. (5.9g)
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It is at this stage that we make our approximations. The coherent region C is

defined by the condition that for all modes 〈â†ν âν〉 � 1, and therefore the quantum

fluctuations of the projected field operator in this region can be ignored. Thus we

assume that the region C is well approximated by a coherent state, so that we have

the expectation value

〈ψ̂(x)〉 ≡ 〈Ψ|ψ̂(x)|Ψ〉,
≈ ψ(x)〈Ψ|Ψ〉,
= ψ(x). (5.10)

Expanding the coherent state wave function on the basis we find

ψ(x) =
∑

ν∈C

〈âν〉φν(x),

≡
∑

ν∈C

cνφν(x). (5.11)

To obtain the finite temperature GPE, we take the expectation value of Eq. (5.9).

We find, for example

〈

∑

qχσ

〈αq|V |χσ〉â†qâχâσ

〉

→
∑

qχσ

〈αq|V |χσ〉〈â†q〉cχcσ

=
∑

q

〈αq|V |ψψ〉〈â†q〉, (5.12)

where the matrix element is time dependent, as the wave function ψ is not a

stationary state.

The incoherent region for the most part is best represented by number states.

However, this is not always the case. In particular the states within I near the

boundary of the two regions will be partially coherent, and this is illustrated in

Fig. 5.1. The expectation value 〈â†q〉 in this transitional region will not be zero,

and so terms such as Eq. (5.12) are retained in our equations. This is different

from other mean field theories where linear terms are set to zero. In systems

that are partially condensed, however, the effect of these terms will be small, as

the transition region will be narrow compared to the full width of the incoherent

region.

Taking the expectation value of all terms in Eq. (5.9), the full basis set equation
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C

I

n
k
 >> 1

n
k
  ≈  1

n
k
 << 1

Figure 5.1: An illustrative diagram of the coherent region C and the incoherent region
I, with the shading an indication of the coherence of the field. The states in I near the
boundary with C will be partially coherent.

of motion for a coherent mode of the field is

i~
dcα
dt

= 〈α|Ĥsp|ψ〉 (5.13a)

+ 〈αψ|V |ψψ〉 (5.13b)

+
∑

q

〈αq|V |ψψ〉〈â†q〉 (5.13c)

+ 2
∑

m

〈αψ|V |mψ〉〈âm〉 (5.13d)

+
∑

mn

〈αψ|V |mn〉〈âmân〉 (5.13e)

+ 2
∑

qm

〈αq|V |mψ〉〈â†qâm〉 (5.13f)

+
∑

qmn

〈αq|V |mn〉〈â†qâmân〉. (5.13g)

We can convert this expression to the spatial representation by applying the op-

eration
∑

α∈C |α〉 to both sides. Using the contact potential approximation and

recognising
∑

α∈C |α〉〈α| as our projector of Eq. (5.1), this procedure results in the

finite temperature Gross-Pitaevskii equation (FTGPE)

i~
∂ψ(x)

∂t
= Ĥspψ(x) + U0P̂

{

|ψ(x)|2ψ(x)
}

(5.14a)

+ U0P̂
{

2|ψ(x)|2〈η̂(x)〉 + ψ(x)2〈η̂†(x)〉
}

(5.14b)

+ U0P̂
{

ψ∗(x)〈η̂(x)η̂(x)〉 + 2ψ(x)〈η̂†(x)η̂(x)〉
}

(5.14c)

+ U0P̂
{

〈η̂†(x)η̂(x)η̂(x)〉
}

, (5.14d)
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where η̂(x) is defined by Eq. (5.3). The FTGPE describes the full dynamics of the

region C and its coupling to an effective thermal bath η̂(x). Each of the lines of

the FTGPE represents collision processes involving a different number of coherent

region states. We describe them briefly here, before a longer discussion in the

following section.

The terms on the first line of the FTGPE, Eq. (5.14a), represent purely coherent

region dynamics. The first term describes the free evolution of the wave function

ψ, while the second represents evolution due to two particles from C colliding,

with both particles remaining inside the C. This line describes the internal dy-

namics of the coherent region, and therefore conserves the normalisation of ψ(x).1

The collision processes of this line are represented by the dashed outgoing arrows

in Fig. 4.4(c), with RNC being interpreted as the incoherent region and RC the

coherent region.

The terms on the second line, Eq. (5.14b), describe two coherent atoms inter-

acting resulting in one remaining in C and one escaping to the incoherent region,

along with the reverse process. These are stimulated processes as the terms contain

three coherent region labels, and they result in the transfer of some coherence to

the bath η̂(x) (see Fig. 5.1). However, because of energy conservation these terms

represent a boundary effect, and will not be large in general. These processes are

depicted by the solid outgoing arrows in Fig. 4.4(c).

The third line, Eq. (5.14c), is generally more important than the second. The

first term represents the collision of two coherent atoms, with two incoherent atoms

resulting. If the region C represents only a single condensate in thermal equilib-

rium then this term cannot conserve energy, and therefore it cannot describe real

processes.2 However, it can describe virtual processes and thus contributes to the

appearance of both the two-body and many-body T-matrices.

The second term of the third line Eq. (5.14c) represents a coherent atom col-

liding with an incoherent atom, with one atom remaining in each region after the

interaction. In equilibrium, this process represents the mean field of the incoherent

region acting on C, and can be added to the |ψ(x)|2 term of Eq. (5.14a). Away

from equilibrium, this term describes scattering processes, identical to those de-

scribed earlier in model B of condensate growth in Sec. 3.6. They are depicted in

Fig. 4.4(b).

1This point will be discussed further in Sec. 6.1.
2However, when the coherent region is made up of two or more condensates then the first term

of Eq. (5.14c) can describe real processes—we leave further discussion of this point to Sec. 5.3.2.
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Finally the fourth line, Eq. (5.14d), represents the collision of two incoherent

atoms in which one is transferred to the coherent region C. This is the growth pro-

cess described in the earlier chapters, and is the main contribution to the transfer of

population between the coherent and incoherent regions. This process is depicted

in Fig. 4.4(a).

5.2.3 Incoherent region

The coherence of the majority of levels outside of C is negligible, and therefore the

incoherent region is best described in terms of number states. The energy of the

quantum levels is large enough that the mean field of the wave function does not

significantly affect this region, and so we assume that ĤI is a small perturbation

to Ĥ0. Therefore kinetic theory can describe the evolution of this part of the

quantum field, with the appropriate modifications to treat the coupling to the

coherent region.

In the following treatment of the dynamics we use similar techniques to those

presented in Sec. 2.4 in the derivation of the quantum Boltzmann equation. We

earlier found approximate solutions for the terms on the right-hand side of the

relevant equations of motion, and substituted them back in. We follow the same

procedure for the expectation values of the combinations of operators on the right-

hand side of the FTGPE. Thus we need the equation of motion for the incoherent

region operator âp. From calculating the commutator with the Hamiltonian of

Sec. 5.2.1, we find

i~
dâp

dt
= ~ωpâp (5.15a)

+ 〈pψ|V |ψψ〉 (5.15b)

+
∑

q

〈pq|V |ψψ〉â†q (5.15c)

+ 2
∑

m

〈pψ|V |mψ〉âm (5.15d)

+
∑

mn

〈pψ|V |mn〉âmân (5.15e)

+ 2
∑

qm

〈pq|V |mψ〉â†qâm (5.15f)

+
∑

qmn

〈pq|V |mn〉â†qâmân. (5.15g)

From here we can use the chain rule to derive the other equations needed. These
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are quite long, and we defer the results to Appendix E.

A kinetic equation for the incoherent region can be derived from Eq. (5.15)

using the same techniques as in Sec. 2.4. The result is long and complicated, and

is best considered after we have understood all the incoherent region terms in the

FTGPE. We postpone presenting and discussing this equation to the end of the

chapter.

5.3 The individual terms of the FTGPE

In this section we interpret the meaning and find approximate expressions for the

terms involving combinations of the bath operator η̂(x) on the right-hand side of

the FTGPE, Eq. (5.14).

5.3.1 The linear terms

There are two terms involving either η̂(x) or η̂†(x) in Eq. (5.14). As mentioned

earlier, these describe the collision of two coherent atoms, where one particle re-

mains in the region C and the other is transferred to the incoherent region (along

with the reverse process). In systems where there is significant population in the

incoherent region, these terms will not be very large in comparison to the terms of

higher order in η̂. There is, however, a situation in these terms can be important.

We consider the situation of a static, Thomas-Fermi regime condensate in a

harmonic trap at T = 0. The condensate is the in lowest eigenstate of the system,

and hence the region C is small. Collisions between condensate atoms cannot excite

particles out of the ground state, as these processes cannot conserve energy.3 Thus

the linear terms that we are considering are zero in equilibrium. However, these

terms can be important at T = 0 when the system is out of equilibrium due to

a sudden disturbance. Such situation can occur for a condensate with a tunable

s-wave scattering length.

Recently Bose-Einstein condensation has been observed in 85Rb by the group

of Carl Wieman at JILA, Colorado [43]. This is a remarkable achievement in itself,

as the scattering length of this atom is large and negative in zero magnetic field.

However, the group made use of a Feshbach resonance in the interatomic potential

to tune the scattering length during evaporative cooling to minimise inelastic loss

3Of course, there can be collisions in which pairs are virtually excited, and these contribute
to the two-body T-matrix.
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processes [127]. This enabled them to observe the formation of stable condensates

with a positive scattering length consisting of several thousand atoms.

Having control over the scattering length, and in particular being able to switch

it from being positive to negative in a very short time, allows the experimental

investigation of the process of condensate collapse. This has been observed to

occur previously for 7Li in the experiment at Rice University [128, 129]. However,

this group uses a permanent magnetic trap for which the largest stable condensates

consist of fewer than 1300 atoms. This means that the condensate is very small

and it is difficult to image directly. Because the trap is permanent they cannot use

time-of-flight imaging techniques, and therefore they have been restricted in their

measurements of collapse. The JILA experiment is much more flexible, and better

suited to this purpose.

Experiments investigating the process of collapse have recently been performed

at JILA [130]. These begin with a 4000 atom condensate in equilibrium near T = 0

with a very large, positive s-wave scattering length of a = +2500a0, where a0 is the

Bohr radius.4 At t = 0 this is rapidly switched to being small and negative, with a

value of a = −60a0. The condensate is then observed to collapse, losing atoms in

two large “burns,” before expanding and becoming stable with around 1000 atoms

in the final condensate. A thermal cloud with a temperature of ∼ 60 nK is also

observed where there was none previously. The time scale of this collapse is very

short, and the inelastic collision rates necessary to account for such a rapid loss of

atoms are much larger than theory or previous measurements [131] would predict.

However, it has recently been suggested in a preprint by Duine and Stoof that

elastic collision processes are responsible for the loss of atoms from the condensate

[132]. We have investigated this possibility with the formalism we have described

in this chapter.

Our interpretation

The phenomena observed in the experiment at JILA can be attributed mainly to

the large change in the interaction energy of the condensate. Although the negative

final scattering length results in a system that can only sustain a certain number

of atoms in the condensate, we believe very similar results would be obtained

experimentally for a condensate with a final scattering length of as = +60a0.

This can be understood as follows. The condensate is initially in the Thomas-

Fermi regime and has a large spatial extent. When the scattering length is changed,

4In comparison, the s-wave scattering length of 87Rb is a ≈ +110a0.
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the interaction energy is reduced so that the large condensate radius can no longer

be supported. The potential energy stored in the trap is hence transferred to kinetic

energy.

We can interpret the subsequent dynamics using the sudden approximation.

The condensate is initially in its ground state for a = +2500a0. After the change

in the scattering length, however, the system is in a superposition of excited states

appropriate to the new value of U0. There is now sufficient energy in the coherent

region that collisions out of the condensate can occur. Particles near the boundary

of C may interact, with one of the resulting particles being stimulated into the

new condensate ground state. For this collision to conserve energy the remaining

atom must end up outside the boundary of C. This process is purely stimulated,

and should be described by the finite temperature GPE, Eq. (5.14), by the terms

involving 〈η̂〉 and 〈η̂†〉.

Approximate solution

We now find an approximate expression for these terms so that we can substi-

tute them into the FTGPE. We begin with the equation for motion for the single

annihilation operator of Eq. (5.15), and eliminate the free evolution via the trans-

formation ãp = âpe
iωpt. Taking the expectation value and using Wick’s theorem

and the RPA, the only terms that survive are

i~
d〈ãp〉
dt

= 〈pψ|V |ψψ〉eiωpt + 2
∑

q

〈pq|V |qψ〉nqe
iωpt. (5.16)

We can also drop the last term in this equation as it does not represent energy

conserving processes, and thus we have

i~
d〈ãp〉
dt

= 〈pψ|V |ψψ〉eiωpt, (5.17)

which we recognise as the GPE, but for mode p in the incoherent region. If we

expand the coherent region wave function on a basis set

ψ(x) =
∑

σ

c̃σξσ(x)e−iωσt, (5.18)
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where the coefficients c̃σ = cσeiωσt, the equation of motion for ãp becomes

i~
d〈ãp〉
dt

=
∑

βχσ

c̃∗β c̃χc̃σ〈pβ|V |χσ〉eiωpβχσt, (5.19)

where we have introduced the notation

ωpqmn ≡ ωp + ωq − ωm − ωn. (5.20)

If we can assume that the basis {ξσ} approximately diagonalises the coherent region

Hamiltonian, then the exponential term contains most of the time dependence of

Eq. (5.19). We can then use the technique described in Appendix A to write down

the approximate solution for ãp. Incorporating the free evolution in the result, we

find

〈âp〉 =
∑

βχσ

{

c∗βcχcσ〈pβ|V |χσ〉
~ωpβχσt

− iπc∗βcχcσ〈pβ|V |χσ〉δ(~ωpβχσ)

}

. (5.21)

As we are mainly interested in the kinetic processes that can occur, we neglect the

energy shift described by the principal part (the first term on the right-hand side).

The relevant term in the FTGPE in basis form, Eq. (5.13d), is thus

i~
dcα
dt

= ...− 2πi
∑

pκν

〈ακ|V |pν〉c∗κcν
∑

βχσ

c∗βcχcσ〈pβ|V |χσ〉δ(~ωpβχσ), (5.22)

where we have expanded all the condensate wave functions in the basis according

to Eq. (5.18).

The solution for the mean value 〈â†p〉 is simply the hermitian conjugate of

Eq. (5.21), and the respective term in the FTGPE, Eq. (5.13c), is therefore

i~
dcα
dt

= ...+ πi
∑

pκν

〈αp|V |κν〉cκcν
∑

βχσ

c∗χc
∗
σcβ〈χσ|V |pβ〉δ(~ωpβχσ). (5.23)

We can see that the Eqs. (5.22) and (5.23) contain coherent region amplitudes {cα}
only—this is because all the processes we have included are stimulated.
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Comparison with Duine and Stoof

Our results of the previous section can be simplified somewhat if we assume that

the basis that diagonalises the Hamiltonian are plane waves.5 The representation

of the condensate wave function of Eq. (5.11) is then

ψ(x) =
∑

ν∈C

cνφν(x),

→ 1

(2π)3

∫

d3kφ(k)eik·x. (5.24)

The matrix elements for the contact potential are delta functions in momentum

space

〈αβ|V |χσ〉 → U0δ(kα + kβ − kχ − kσ). (5.25)

Using Eqs. (5.24) and (5.25) we find that Eqs. (5.22) and (5.23) become

i~
∂φ(kα)

∂t
= −2πiU 2

0

∫

d3kp

(2π)3

∫

d3kκ

(2π)3

∫

d3kχ

(2π)3

∫

d3kσ

(2π)3

×δ(ε(kχ) + ε(kσ) − ε(kp) − ε(kχ + kσ − kp)) (5.26a)

×φ∗(kκ)φ(kα + kκ − kp)φ
∗(kχ + kσ − kp)φ(kχ)φ(kσ)

+ πiU2
0

∫

d3kp

(2π)3

∫

d3kκ

(2π)3

∫

d3kχ

(2π)3

∫

d3kσ

(2π)3

×δ(ε(kχ) + ε(kσ) − ε(kp) − ε(kχ + kσ − kp)) (5.26b)

×φ(kκ)φ(kα + kp − kκ)φ(kχ + kσ − kp)φ
∗(kχ)φ∗(kσ).

This is very similar to the rate that can be derived from the imaginary part

of the many-body T-matrix, using the formalism of Duine and Stoof. We are still

investigating the similarities of the two approaches.

Using their expression for collisional loss, Duine and Stoof simulated the collapse

experiment described earlier using a Gaussian ansatz for the condensate wave func-

tion. The behaviour they observed was in good agreement with the experimentally

observed condensate shape oscillations and loss of atoms. We have also performed

simulations of this experiment, solving the three-dimensional GPE equation us-

ing cylindrical symmetry, but including inelastic two and three-body loss terms.

These simulations also matched the experimental data for the shape and size of

the condensate very well. However, the magnitude of the loss rates required are

5This is not a good assumption for the trapped case.
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much larger than have been measured for 85Rb [131], and also would result in a

condensate lifetime that is much shorter than experimentally observed. The loss

term due to elastic collisions is essentially a three-body process in the GPE, and

hence is approximately proportional to |ψ|4ψ.

We believe the correct way to simulate the experiment is with the GPE, but

using the projection technique we have described with the boundary for the coher-

ent region chosen using the sudden approximation. Any components of the wave

function that numerically appear in the incoherent region can then be damped.

These calculations have yet to be performed.

5.3.2 The anomalous term

We now consider the term involving 〈η̂η̂〉 on the third line of the FTGPE, Eq. (5.14c).

Expanding this quantity in the incoherent region basis gives

〈η̂η̂〉 =
∑

mn

φmφn〈âmân〉,

=
∑

mn

φmφn〈ãmãn〉e−i(ωm+ωn)t. (5.27)

Eliminating the free evolution of Eq. (E.2), and using Wick’s theorem and the RPA

we find

i~
∂〈ãmãn〉

∂t
= 〈mn|V |ψψ〉ei(ωm+ωn)t(1 + nm + nn)

+
∑

kj

〈mn|V |kj〉〈ãkãj〉eiωpqmnt(1 + nm + nn). (5.28)

The first line of this equation describes two particles scattering from the coherent

region into states m and n. The second line would usually be ignored in the RPA,

as it is of higher order than the first line. However this describes the particles from

m,n scattering into k, j and then onto other states. This offers the possibility of

ladder diagrams, such that the two particles could scatter back into the coherent

region without interacting with an additional atom. We retain them as they are of

the same form as the quantity on the left hand side of the equation.

Expanding the coherent region wave function in the approximately diagonal
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basis we have

i~
∂〈ãmãn〉

∂t
=

∑

χσ

c̃χc̃σ〈mn|V |χσ〉eiωmnχσt(1 + nm + nn)

+
∑

kj

〈mn|V |kj〉〈ãkãj〉eiωmnkjt(1 + nm + nn). (5.29)

This has the form of a Lippmann-Schwinger equation in the time domain, and we

will see that this is where the T-matrix enters the formalism.

To solve this equation, we start by considering only the first line of Eq. (5.29) as

it is the lowest order term. Once again, most of the time dependence is contained

within the exponential, and so using the method of Appendix A we find the solution

is

〈ãmãn〉 =
∑

χσ

c̃χc̃σ
〈mn|V |χσ〉(1 + nm + nn)eiωmnχσt

εχ + εσ − εm − εn

−iπ
∑

χσ

c̃χc̃σ〈mn|V |χσ〉δ(εχ + εσ − εm − εn). (5.30)

For a single condensate in thermal equilibrium, the energy delta-function can never

be satisfied as it requires two low-energy, coherent atoms from within the coherent

region to collide and result in two high-energy, incoherent atoms. We will return

to this point later in the section.

We assume that the full solution of Eq. (5.29) is of the same form as Eq. (5.30)

but with the interaction potential V replaced by a T-matrix

〈âmân〉 =
∑

χσ

cχcσ
〈mn|T |χσ〉

εχ + εσ − εm − εn
. (5.31)

This is a solution of Eq. (5.29) if the operator T obeys

T (z) = V +
∑

kj

V |kj〉1 + nk + nj

z − εm − εn
〈kj|T (z), (5.32)

where we have identified the parameter z = εχ + εσ + iδ as the incoming energy of

the two particles in the collision. The small imaginary part iδ in this parameter

generates the delta function term in Eq. (5.30). Equation (5.32) is the definition

of a restricted many-body T-matrix, as the indices k, j are defined to be outside

the coherent region.

The many-body T-matrix describes collisions in the presence of a medium.
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It takes into account the fact that the virtual states that the two particles pass

through in the collision may be occupied with the scattering enhanced by a factor

of (1 + nk + nj). We shall not discuss the many-body T-matrix any further here,

but refer the interested reader to the work of Morgan [54], Proukakis [61] and Stoof

[60].

If we have nk = nj = 0 for the incoherent region, we recover our definition of the

restricted two-body T-matrix in vacuo. If we had not introduced the high-energy

cutoff into the theory, then this is exactly T2b as described in Sec. 2.2. Thus the

anomalous term introduces the T-matrix into condensate-condensate collisions.

Elastic loss in condensate collisions

In the previous section we claimed that the delta function in the solution of the

anomalous term Eq. (5.30) could not be satisfied for a system with only one conden-

sate. The situation is different when we consider the collision of two condensates.

In the formalism of this chapter, the coherent region C is defined such that

it contains all the modes of the condensate whose occupation number satisfies

Nk � 1. If we consider a condensate that has been formed in a harmonic trap,

but then quickly released into free space, we can use the sudden approximation

and analyse the wave function in terms of a plane-wave basis. The region C will

typically be defined by a small spherical or ellipsoidal region in k-space about a

central wave-vector K. For a condensate released at rest we have K = 0, but

by applying a Bragg-pulse to the condensate on release, a momentum ~K can be

imparted [133].

For our purposes we consider the initial condensate coherently split equally into

two. One “daughter” condensate has momentum ~K in the lab frame, while the

other is at rest. However, we can make a Galilean transformation to the centre-

of-mass frame, where the two condensates have momenta −~K/2 and +~K/2 re-

spectively.

Now consider this system analysed in terms of the plane-wave basis appropriate

after release from the trap. If the relative momenta of each of the condensates is

large compared to their momentum width, then the region C will be made up of two

distinct regions in k-space. This means that in the collision of the two condensates

it is possible for an atom from each to collide, and then scatter into any spatial

direction with energy being conserved. A large number of these collisions will take

both particles outside the region C, as depicted in Fig. 5.2. As these processes

cause scattering of both particles into modes that are otherwise empty (and are
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+K / 2−K / 2

Figure 5.2: A depiction of two condensates colliding in k-space in the centre-of-mass
frame. The two areas shaded grey centred about ±K/2 indicate the coherent region C.
The arrows indicate a possible collision between two coherent particles, in which both
end up outside the coherent region. The dashed circle indicates the region of all possible
collisions that conserve both energy and momentum.

hence spontaneous), they cannot be represented by the standard GPE.

The proper description of these processes in the formalism described here is

via the anomalous term 〈η̂η̂〉. In these circumstances the delta function part of

Eq. (5.30) can be satisfied, and therefore real transitions can occur. We can see that

if the relative momenta of the two condensates is not large, then the two parts of the

region C will overlap and most of the circumference of the dashed circle in Fig. 5.2

will lie within C. This means that the GPE can describe condensate collisions at

low momenta for which spontaneous collisions can be neglected. However, at high

relative momenta the methods described here are required.

Four-wave mixing

Instead of a single Bragg pulse, two separate Bragg pulses can be applied in suc-

cession to a condensate after release such that it splits into three distinct parts,

each with a different momentum (two moving and one at rest in the lab frame).

In a beautiful experiment by the Phillips group at NIST, by carefully adjusting

the laser set-up they were able to observe the atom-optical equivalent of four-wave

mixing [44].

This experiment can be understood by considering Fig. 5.2. We can imagine a

third part to the coherent region corresponding to the third condensate, situated

in the figure about the arrow-head at the top of the dashed circle. While the

entire dashed region is still available in collisions between atoms from the first

two condensates, the presence of third condensate stimulates transitions into this
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particular mode. This results the formation of a condensate in the region indicated

by the arrow pointing downwards. As this is a stimulated collision process, this part

of the experiment can be successfully modelled using the ordinary GPE [77, 78].

In fact, the new condensate that appears is entangled with the atoms that

are scattered into the third condensate, as the colliding atoms are necessarily cor-

related. This correlation cannot be described by the ordinary GPE, and other

methods are required to describe this effect [134]. However, it can be described by

the anomalous term in the FTGPE.

5.3.3 The scattering term

We now consider the term containing 〈η̂†η̂〉 in the third line of the FTGPE,

Eq. (5.14c). A basis set expansion of this quantity gives

〈η̂†η̂〉 =
∑

φ∗
mφn〈â†mân〉. (5.33)

Eliminating the free evolution, and then using Wick’s theorem and the RPA on

Eq. (E.3) results in

i~
∂〈ã†mãn〉

∂t
= 2

∑

χσ

c̃∗χc̃σ〈χm|V |σn〉(nm − nn)eiωχmσnt. (5.34)

The solution of Eq. (5.34) differs slightly from that of the anomalous and the

linear terms we considered earlier. We previously made the assumption that the

approximate solutions were zero at time t = −∞, but this is not the case here.

The diagonal term (m = n) of 〈ã†mãn〉 is the ensemble average of the number

of particles in mode n. For a system at finite temperature in which the incoherent

region begins with some population, this will have a non-zero initial value. It

appears in the solution of Eq. (5.34) as a constant of integration, determined by

the boundary condition. We find

〈â†mân〉 = −2πi
∑

χσ

c∗χcσ〈χm|V |σn〉(nm − nn)δ(~ωχmσn) + nmδmn, (5.35)

where the second term on the right-hand side represents the mean field of the

incoherent region acting on the coherent region wave function in the FTGPE. We

have again neglected the principal part in the solution as the term can describe

energy-conserving processes.
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The full term in the basis set representation of the FTGPE, Eq. (5.13f) is

therefore

i~
dcα
dt

= . . .+ 2
∑

mβ

nmcβ〈αm|V |mβ〉 (5.36)

− 4πi
∑

mnβ

cβ〈αm|V |nβ〉
∑

χσ

c∗χcσ〈χm|V |σn〉(nm − nn)δ(~ωχmσσ)

The processes it describes are analogous to the scattering term that was introduced

in model B of condensate growth described in Sec. 3.6 of this thesis. It represents

an incoherent particle colliding with a coherent particle, with the coherent particle

moving between levels within the region C as in Fig. 3.5. In the presence of a

condensate this process is recognised as Landau damping. We found that it had an

important effect in the description of condensate growth—however in simulations

near equilibrium the off-diagonal part of this term is unlikely to be large, as the

forward and backward rates will be similar.

5.3.4 The growth term

Finally, we consider the term involving 〈η̂†η̂η̂〉 on the fourth line of the FTGPE,

Eq. (5.14d). This is the most intriguing of the terms arising in the FTGPE, as it

will be responsible for the majority of particle exchange between the coherent and

incoherent regions. While the linear terms and the anomalous terms can be impor-

tant in certain circumstances near T = 0, in most situations at finite temperature

they are small in comparison with this term because of the size difference between

the coherent and incoherent region.

From Eq. (E.4), the only terms that survive after taking the expectation value

and making use of Wick’s theorem and the RPA are

i~
∂〈ã†qãmãn〉

∂t
= 2

∑

χ

c̃χ〈mn|V |qχ〉eiωmnqχt{nq(1 + nm + nn) − nmnn}, (5.37)

and as this will have energy matches, the approximate solution is

〈ã†qãmãn〉 = 2πi
∑

χ

c̃χ〈mn|V |qχ〉δ(~ωmnqχ){nmnn − nq(1 + nm + nn)}. (5.38)
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Substituting Eq. (5.38) into the basis set version of the FTGPE we find

i~
dcα
dt

= 2πi
∑

qmnχ

cχ〈αq|V |mn〉〈mn|V |qχ〉δ(~ωmnqχ)

×{nmnn − nq(1 + nm + nn)}. (5.39)

This is of the form we expect when making the approximation that the coherent

region population N � 1. The equivalent quantum Boltzmann rate for the growth

of a highly occupied level is

dN

dt
∝

∑

qmn

(1 +N)(1 + nq)nmnn −Nnq(1 + nm)(1 + nn),

≈
∑

qmn

N [(1 + nq)nmnn − nq(1 + nm)(1 + nn)],

=
∑

qmn

N [nmnn − nq(1 + nm + nn)], (5.40)

and we can see that the right-hand sides of Eqs. (5.39) and (5.40) are similar.

Equation (5.39) is very similar to the growth part of the description of conden-

sate formation described in Chapters 3 and 4. However, rather than describing the

rate of change of an occupation number of a generalised energy bin, it describes

the growth in amplitude of a given basis component making up the coherent region

wave function ψ. To calculate this term for inclusion in the GPE, we require

(i) A reasonably good basis and corresponding energies for the coherent region.

(ii) A method of calculating the matrix elements that appear in Eq. (5.39).

While this is not difficult in theory, in practice they need to be calculated at each

time step in the evolution of the FTGPE, which may pose more of a problem. We

shall address these issues in Chapter 7.
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5.4 Incoherent region equation of motion

In this section we present the kinetic equation of motion that can be derived for

the incoherent region. We find

dnp

dt
=

2π

~

∑

qαβ

|〈pq|V |αβ〉|2δ(~ωpqαβ)|cαcβ|2(np + nq + 1) (5.41a)

+
8π

~

∑

αβm

|〈pα|V |mβ〉|2δ(~ωpαmβ)|cαcβ|2(nm − np) (5.41b)

+
4π

~

∑

αmn

|〈pα|V |mn〉|2δ(~ωpαmn)

×|cα|2 {nmnn − np(1 + nm + nn)} (5.41c)

+
8π

~

∑

αqm

|〈pq|V |mα〉|2δ(~ωpqmα)

× |cα|2 {(np + nq + 1)nm − npnq} (5.41d)

+
4π

~

∑

qmn

|〈pq|V |mn〉|2δ(~ωpqmn)

× {(1 + np)(1 + nq)nmnn − npnq(1 + nm)(1 + nn)} . (5.41e)

We can recognise each of these terms from our previous discussions:

1. The term of Eq. (5.41a) is from the anomalous term, and is only non-zero

when we consider condensate collisions.

2. The line of Eq. (5.41b) describes the scattering processes.

3. The two terms of Eqs. (5.41c) and (5.41d) are due to the forward and back-

ward growth terms of the coherent region.

4. The line of Eq. (5.41e) is simply the QBE for the incoherent region.

It may seem surprising that there is no contribution from the linear terms

discussed in the previous section. This is because the rates for each of the forward

and backward processes contain only stimulated terms and so they cancel; the

terms that arise are

2π

~

∑

βχσ

|〈pβ|V |χσ〉|2δ(~ωpβχσ)(|cβcχcσ|2 − |cβcχcσ|2) = 0. (5.42)

The kinetic equation for the incoherent region is thus not very different from

the usual QBE, and the couplings to the coherent region can be understood from
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the previous section.

5.5 Outlook

In this chapter we have derived a formalism for calculating the dynamics of a Bose

gas in the presence of a significant condensate fraction. We have derived a finite

temperature Gross-Pitaevskii equation for the coherent region C, and identified and

discussed each of the terms that arise. In particular we have explained how the

linear terms in the bath operator η̂(x) may contribute to loss via elastic collisions

in the collapse of a BEC with a negative scattering length. We have also shown

how the anomalous term introduces the T-matrix into coherent region collisions,

and that this can describe elastic particle loss in condensate collisions at large

relative momenta. The terms analogous to the scattering and growth processes

of Chapters 3 and 4 have also been discussed. We leave numerical computations

based on this formalism to the following chapter, and consider the prospects for

experimentally-relevant calculations in Chapter 7.





Chapter 6

The projected GPE

In Chapter 5 we developed a formalism to describe the dynamics of a Bose conden-

sate at finite temperature based on the GPE. This description is valid when the

low-lying modes of the system are classical, satisfying the criterion Nk � 1. The

condensate and its excitations in the coherent region C are represented by a wave

function ψ(x), and this is coupled to a thermal cloud represented by the quantum

operator η̂(x).

The full dynamics of the coherent region and its coupling to the effective

heat bath η(x) are contained in the finite temperature Gross-Pitaevskii equation,

Eq. (5.14). In principle η̂(x) can be described using a form of quantum kinetic

theory, and the non-equilibrium dynamics of the entire system will depend on the

exchange of energy and particles between C and the bath.

6.1 The projected GPE

In this chapter, however, we wish to show that the GPE alone can describe evolution

of general configurations of the coherent region C towards an equilibrium that can

be parameterised by a temperature. We therefore ignore all terms involving η̂(x)

in Eq. (5.14) and concentrate on the first line

i~
∂ψ(x)

∂t
= Ĥspψ(x) + U0P̂

{

|ψ(x)|2ψ(x)
}

, (6.1)

which we call the projected Gross-Pitaevskii equation (PGPE). Although Eq. (6.1)

is completely reversible, it is well known that deterministic nonlinear systems with

only a few degrees of freedom exhibit chaotic, and hence ergodic behaviour [135].

113
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The projected GPE describes a microcanonical system. However, if the region

C is large, then its fluctuations in energy and particle number in the grand canon-

ical ensemble would be small. Hence we expect the final equilibrium state of the

projected GPE to be similar to that of the finite temperature GPE coupled to a

bath η̂(r) with the appropriate chemical potential and temperature. The detailed

non-equilibrium dynamics of the system will depend on the exchange of energy

and particles between C and the bath—however, we leave the coupling of ψ(x) and

η̂(x) to be addressed in future work.

6.1.1 Conservation of normalisation

The PGPE conserves normalisation as the effective projected Hamiltonian is her-

mitian. The nonlinear term of the GPE can be considered to describe interactions

between two particles, and as such there can be collisions in which two coherent

atoms collide and one is ejected from the coherent region. However, the projector

excludes these terms from the equation of motion, and we demonstrate this below.

Consider the equation of motion in a basis set. By substituting

ψ(x) =
∑

k∈C

ckφk(x), (6.2)

into Eq. (6.1), and performing the operation
∫

d3xφp(x) on both sides we find

i~
dcp
dt

= ~ωpcp + U0P̂
∑

qmn∈C

c∗qcmcn〈pq|mn〉. (6.3)

If the state p ∈ C, then all four labels are from the coherent region and there

is no transfer of population outside the region. For p /∈ C the matrix element

〈pq|mn〉 6= 0 necessarily, and therefore it seems collisions between states from

within the coherent region can transfer population outside of C. However, we

should not be considering the equations of motion for amplitudes p /∈ C in the

first place, as they not in the definition of the wave function ψ(x). The projection

operation is therefore performed implicitly by the basis set representation.

Numerically solving the GPE using a basis set method requires a triple sum-

mation over indices, which is a very time-consuming operation. This suggests that

we should instead use the spatial representation of Eq. (6.1), where the nonlinear

term is local. However, any spatial grid that is fine enough to provide a good rep-

resentation of all the states within C will also be able to represent modes outside
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the region C. From Eq. (6.3) we can see that this will cause population to be

transferred outside of C, and so in this case we need to consider the projection

operation explicitly.

Another method of approaching this issue is to assume that all modes in the

problem can be represented by the GPE, but arbitrarily choose part of the system

to be the coherent region. Thus the field operator can be written as

Ψ̂(x) ≈ ψ(x) + η(x), (6.4)

where both fields are classical. Substituting this into the interaction part of the

Hamiltonian Eq. (2.3) and using the contact potential approximation, we have

ĤI/U0 = Ĥ4 + Ĥ3 + Ĥ2 + Ĥ1 + Ĥ0, (6.5)

Ĥ4 =
1

2
ψ∗ψ∗ψψ, (6.6)

Ĥ3 = ψ∗ψ∗ψη + ψ∗η∗ψψ, (6.7)

Ĥ2 =
1

2
ψ∗ψ∗ηη + 2ψ∗η∗ψη +

1

2
η∗η∗ψψ, (6.8)

Ĥ1 = ψ∗η∗ηη + η∗η∗ψη, (6.9)

Ĥ0 =
1

2
η∗η∗ηη, (6.10)

where we have dropped all space and time labels for clarity, and have divided the

Hamiltonian into five terms depending on the number of coherent region operators

they contain. Considering the Hamiltonian in this form we can easily interpret

each of the terms. Each ψ∗ creates a particle in the coherent region, and each

ψ removes a particle from the coherent region. The η∗ and η perform the same

operation outside the region C. This allows us to identify which processes each of

the terms in the Hamiltonian contribute to the equations of motion for both ψ and

η.

We can now derive equations of motion for ψ and η by using functional differ-

entiation. We find

i~
∂ψ

∂t
= P̂ ∂Ĥ

∂ψ∗
, i~

∂η

∂t
= Q̂∂Ĥ

∂η∗
. (6.11)

As an example, let us consider the contribution to these equations for all interac-

tions involving three coherent and one incoherent state, described by Ĥ3. We find
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No. of
coherent
states

i~

(

∂ψ

∂t

)

= P̂ × . . . i~

(

∂η

∂t

)

= Q̂ × . . .

4 |ψ|2ψ 0
3 +2|ψ|2η + η∗ψ2 +|ψ|2ψ
2 +2ψ|η|2 + ψ∗η2 +2|ψ|2η + η∗ψ2

1 +|η|2η +2ψ|η|2 + ψ∗η2

0 +0 +|η|2η

Table 6.1: Classical FTGPE divided into terms representing physical processes involving
n coherent states

from Eq. (6.7) and Eq. (6.11).

i~
∂ψ

∂t
∼ P̂

(

2|ψ|2η + η∗ψ2
)

, (6.12)

i~
∂η

∂t
∼ Q̂

(

|ψ|2ψ
)

. (6.13)

The results of carrying out this operation for all terms of the Hamiltonian are sum-

marised in Table 6.1. The equations of motion for the system will together conserve

both energy and normalisation if all terms in any row of the table are included, as

this correctly accounts for all forward and backward processes of the same order.

We have confirmed this numerically by carrying out coupled simulations of ψ and

η and including only some of these terms.

We can now see that if we want an equation describing interactions involving

four coherent states, but neglecting all processes involving incoherent particles,

then this is simply the PGPE.

6.1.2 Technical aspects of the projector

We earlier defined the projector P such that

P̂F (x) =
∑

k∈C

φk(x)

∫

d3x′ φ∗
k(x

′)F (x′), (6.14)

and this operation must be carried out every time that we calculate the nonlinear

term in the PGPE. This is numerically a very time consuming operation in general,

taking many times longer than calculating |ψ|2ψ itself.

The operation is somewhat simpler if we use a plane-wave basis in our projector.
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In this case we have

P̂F (x) =
∑

k∈C

e+ik·x′

∫

d3x e−ik·xF (x), (6.15)

which is simply the application of a forward Fourier transformation, followed by an

inverse Fourier transformation that only includes the modes in the coherent region.

We can accomplish this by simply multiplying the forward transform by a grid of

ones and zeros that identify the region C in Fourier space. Thus our numerical

procedure is

P̂F (x) = IFFT

{

P (k) × FFT [F (x)]

}

, (6.16)

where FFT and IFFT refer to the forward and inverse fast Fourier transform op-

erations respectively, and P (k) is the representation of the projector P̂ in Fourier

space. There are very efficient routines available to carry out FFTs1, and so we

find that it is extremely advantageous numerically to define our projector in the

plane-wave basis.

Implications

For any non-periodic trapping potential, the use of a plane-wave basis is at odds

with our requirement that the basis must approximately diagonalise ψ(x) at the

boundary of the region C. In fact, it may not even satisfy this requirement for a

periodic potential if the boundary of the coherent region occurs at a low enough

energy.

If we consider a homogeneous system, however, the plane-wave basis will always

satisfy our requirements. In this case the effect of a condensate on the excitations

of the system is simply to mix modes of momenta p and −p. Thus even if ψ(x) is

not diagonalised at the boundary of C, we can still apply the projector cleanly in

Fourier space. For these reasons, the simulations that we present in this thesis are

for the homogeneous Bose gas. We intend to address the issue of projectors for the

trapped Bose gas in future work.

1See http://www.fftw.org, the home of the Fastest Fourier Transform in the West.
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6.2 Simulations

We have performed simulations for a fully three-dimensional homogeneous Bose

gas with periodic boundary conditions. The dimensionless equation we compute is

i
∂ψ(x̃)

∂τ
= −∇̃2ψ(x̃) + CnlP̂|ψ(x̃)|2ψ(x̃), (6.17)

where the normalisation of the wave function has been defined to be

∫

d3x̃ |ψ(x̃)|2 = 1. (6.18)

The nonlinear constant is

Cnl =
2mNU0

~2L
, (6.19)

where N is the total number of particles in the system, and L is the period. Our

dimensionless parameters are x̃ = x/L, wave vector k̃ = kL, energy ε̃ = ε/εL, and

time τ = εLt/~, with εL = ~
2/(2mL2).

6.2.1 Parameters

The two parameters that determine all properties of the system are the projector

P̂ and the nonlinear constant Cnl.

Projector P̂

We have chosen a projection operator such that all modes included in the simu-

lations have |k| < 15 × 2π/L, which enables us to use a computationally efficient

numerical grid of 32 × 32 × 32 points. This means that 13997 modes are included

in the problem.

Nonlinearity Cnl

We note that the choice of the nonlinear constant determines only the ratio of

NU0/L. This means that for a given value of Cnl, we can choose the parameters

N , U0 and L such that our condition Nk ≡ N |ck|2 � 1 is always satisfied for a

given physical situation.

We have performed three series of simulations with nonlinearities of Cnl = 500,

2000, and 10000. The highest value of Cnl was chosen such that all the states

contained in the calculation are phonon-like for a large condensate fraction. The
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boundary between phonon-like and particle-like states for the homogeneous gas is

~
2k2

0

2m
= n0U0, (6.20)

where in this chapter we have defined N0 to be the condensate number within the

volume L3, and thus n0 = N0/L
3 is the condensate density. Converting Eq. (6.20)

to dimensionless units we find that

k̃0 =

√

Cnl
N0

N
, (6.21)

and therefore for a condensate fraction of N0/N = 1 we have

Cnl = 10000 → k̃0 ≈ 15.9 × 2π,

Cnl = 2000 → k̃0 ≈ 7.12 × 2π,

Cnl = 500 → k̃0 ≈ 3.56 × 2π.

We would ideally like to present results for a smaller value of Cnl that is closer

to the ideal gas case of Cnl = 0, but we find that such simulations would be too

computationally intensive. This is because the equilibration rate is approximately

proportional to C2
nl, whereas the minimum time-step required for a given accuracy

in the numerical integration of the PGPE only increases slowly with decreasing

Cnl.

To give an indication of how these dimensionless parameters compare to exper-

imental setups, for Cnl = 10000 we can choose 87Rb atoms with N = 1.8 × 106

and L ≈ 26 µm to give a number density of about 1014 cm−3—similar to current

experiments on BEC in traps.

6.2.2 Initial wave functions

We begin our simulations with strongly non-equilibrium wave functions with a

chosen total energy Ẽ. We construct these by populating the amplitudes of the

wave function components ck in the expansion

ψ(x, 0) =
∑

k∈C

cke
ik·x. (6.22)

The populations |ck|2 are chosen such that the distribution is as flat as possible,

while the phases of the amplitudes are chosen at random [120].
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The total energy Ẽ is a constraint on the distribution of amplitudes. The energy

of a pure condensate is Ẽ = Cnl/2, all of this being due to interactions—the kinetic

energy is zero. To have a wave function with an energy not much larger than Cnl/2,

the occupations of the k̃ = 0 state and the k̃ = 2π states cannot be equal. (We

use the notation k ≡ |k|.) Therefore, for the lowest energy simulations the initial

condensate population is necessarily larger than the excited state populations.

To ensure that the initial wave functions are sufficiently randomised, we enforce

the condition that all 123 states with k̃ ≤ 3×2π must have some initial population,

while all other components may be unoccupied. For low energies, when this distri-

bution including the condensate cannot be totally flat, we keep the populations of

the components with 1 ≤ k̃/2π ≤ 3 equal, and adjust the condensate population

such that the wave function has the energy we require. An example of this situa-

tion is shown in Fig. 6.1 for the Ẽ = 7000 initial wave function in the Cnl = 10000

simulation series.

For simulations with a sufficiently high total energy Ẽ that the inner 123 com-

ponents may have equal population, we continue to add further shells of higher

k to our wave function. The amplitudes of the inner components are readjusted

to maintain the required normalisation. This causes the energy of the system to

increase monotonically with each new shell until we find two wave functions that

bound the energy we are looking for, differing only in their outermost shell. We

then adjust the population of the outermost shell downwards until we reach the

required energy. An example of an initial wave function produced by this procedure

is shown in Fig. 6.2 for the Ẽ = 11000 case in the Cnl = 10000 simulation series.

This method is chosen because the problem is nonlinear. In the ideal gas case

(Cnl = 0), we can calculate the kinetic energy (and hence the total energy) of the

wave function simply by knowing the distribution of |ck|2, via

Ekin = − ~
2

2m

∫

d3xψ∗(x)∇2ψ(x),

= − ~
2

2m

∑

k

|ck|2k2. (6.23)

However, for Cnl > 0 we must also add the interaction energy of the wave function
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Cnl
Min. time step

(10−6)
Max. time step

(10−6)
Length of

evolution τ
500 4 6 2.0
2000 1.6 4.4 0.4
10000 0.45 1.2 0.2

Table 6.2: The typical minimum and maximum time steps for the simulations. The
minimum is for high energy simulations, and the maximum for low energy.

to the total energy. This is

Eint =
U0

2

∫

d3x |ψ(x)|4,

=
U0

16π3

∑

pqmn

c∗pc
∗
qcmcnδp+q−m−n, (6.24)

and depends non-trivially on the {ck}.

Further images of initial and final state wave functions are shown in Figs. 6.1

and 6.2 in real space, as well as k-space.

6.2.3 Evolution

The PGPE is evolved in the interaction picture, using a fourth-order Runge-Kutta

method with adaptive step size determined by estimating the fifth-order truncation

error as described in Appendix D. The acceptable relative truncation error was set

to be 10−10 for all components with an occupation of ≥ 10−4N0/N . This resulted

in typical time steps as presented in Table 6.2. The duration of each time step

ranged from 1.05 seconds on a 900 Mhz AMD Athlon processor, to 1.55 seconds

on a 550 Mhz Pentium III and 2.20 seconds on a 300 Mhz Pentium II processor.

We evolve the initial wave functions for at least twice as long as it takes for

the system to reach equilibrium, based on the observation of the behaviour of the

condensate fraction (see the next section). The time period for each value of Cnl is

also given in Table 6.2. Thus the longest of these simulations required ∼ 5 × 105

time steps, or nearly six days computational time on the fastest processors available

to us.
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Figure 6.1: Two dimensional slices of wave functions for the Cnl = 10000, Ẽ = 7000
simulations. The initial wave function at τ = 0 is shown on the left, and the final wave
function at τ = 0.2 is shown on the right. The top row is the wave function in k-space,
showing the distribution of the occupations |ck|2. The middle row is the probability
density and the bottom row is the phase in real space.
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Figure 6.2: Two dimensional slices of wave functions for the Cnl = 10000, Ẽ = 11000
simulations. The initial wave function at τ = 0 is shown on the left, and the final wave
function at τ = 0.2 is shown on the right. The top row is the wave function in k-space,
showing the distribution of the occupations |ck|2. The middle row is the probability
density and the bottom row is the phase in real space.
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6.3 Evidence for equilibrium

Although the PGPE is completely reversible, the final state wave functions dis-

played in Figs. 6.1 and 6.2 indicate that the simulations have evolved the system

to an apparent equilibrium state. The k-space distributions have evolved from ini-

tially being flat to a form that is peaked at the centre, and tails away towards the

edges. Also, there is a smoothing out of both the phase and density profiles of the

real-space wave function. After a certain time of evolution τeq, the plots for the

wave functions appear to be isomorphic for τ > τeq.

We would like to note that the equilibrium properties depend only on the total

energy and momentum of the initial wave function—they are independent of the

shape of the distribution in k-space. We have performed simulations with non-

spherical initial wave functions, and found that they evolve to a spherical equilib-

rium state. Also, as the GPE conserves momentum, for the condensate to form in

the k = 0 mode the initial distribution must have zero total momentum. We have

performed simulations where the initial distribution had a finite momentum, and

observed the condensate to form in a non-zero momentum state.

In theory, to determine the properties of the system at equilibrium we should

carry out many different simulations each with the same initial conditions but with

different choices of the initial phases of the amplitudes, and then take the ensemble

average at a given time. However, this is computationally unfeasible, and instead

we assume the ergodic theorem applies, such that the time average of a quantity

in a single system at equilibrium is equivalent to the ensemble average over many.

This seems a reasonable hypothesis, and thus we time-average over the last 50 wave

functions saved all with τ > τeq.

Condensate occupation

Strong evidence that the simulations have reached equilibrium is provided by the

time dependence of the condensate population. For all simulations this settles down

to an average value (dependent on the energy Ẽ) that fluctuates by a small amount.

The initial time evolution of the condensate fraction for five different energies with

Cnl = 10000 is shown in Fig. 6.3.

The average condensate occupation in equilibrium for all simulations for the

Cnl = 10000 case are presented in Fig. 6.4(a). The fluctuations of the condensate

population are indicated by vertical lines at each point, and these are largest for the

Ẽ = 9000 simulation. For comparison, the corresponding curve for the ideal gas is
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Figure 6.3: Plot of the initial time evolution of N0(τ)/N for four different simulation
energies with Cnl = 10000. From top to bottom: Ẽ = 5500, 7000, 8500, 9250, 10000. The
simulations were run until τ = 0.2. Other values of the nonlinearity give qualitatively
similar results.

plotted in Fig. 6.4(b). We can see that for Cnl = 0 the curve is linear up to the

transition point, but the Cnl = 10000 curve displays a distinct bulge. The shape of

the corresponding curves for Cnl = 500 and 2000 fall in between the Cnl = 0 and

10000 cases.

Particle distribution

Further evidence of equilibrium is provided by the distribution of the particles

in momentum space. Rather than using the plane-wave basis, we transform the

wave functions into the quasiparticle basis of quadratic Bogoliubov theory. As was

mentioned earlier, for the homogeneous case the expressions are analytic and we

can write the quasiparticle amplitude bk as

bk = ukck − vkc−k, (6.25)

where we have

uk =
1

√

1 − α2
k

, vk =
−αk

√

1 − α2
k

, (6.26)
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Figure 6.4: (a) Condensate fraction plotted against total energy after each individual
simulation has reached equilibrium for Cnl = 10000. The barely discernable vertical lines
on each point indicate the magnitude of the fluctuations. (b) The curve for the same
system, but calculated for the ideal gas.
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Figure 6.5: Plots of the equilibrium Bogoliubov quasiparticle distributions averaged over
time and angle for four different total energies. Squares Ẽ = 6000, crosses Ẽ = 7500,
circles Ẽ = 9000, dots Ẽ = 11000. The mean condensate occupation for the first three
distributions is off-axis.

such that for any αk the normalisation condition u2
k − v2

k = 1 is automatically

satisfied. We find the solution is

αk = 1 + y2
k − yk

√

2 + y2
k, (6.27)

where the dimensionless wave vector yk = k/k0, and k0 is defined in Eq. (6.20).

From Eq. (6.21) we can see that the sole parameters of the transformation are the

condensate fraction 〈N0〉/N , and the nonlinear constant Cnl.

We average the populations of the quasiparticles states Nk/N = |bk|2 over time

as was described in Sec. 6.3 to give 〈Nk〉/N , and finally over angle so that we

can produce a one dimensional plot of 〈Nk〉/N . This distribution for four different

simulation energies and Cnl = 10000 is shown in Fig. 6.5. We can see that the shape

of the curves is surprisingly smooth for each energy, suggesting that the system is

in equilibrium. The plot of the distribution for any individual wave function is

scattered about the average.

We have also determined the fluctuations of the population of the quasiparticle

modes. The grand canonical ensemble for the Bose gas predicts the relationship

〈∆Nk〉2 = 〈Nk〉2 + 〈Nk〉, (6.28)
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for k 6= 0, which in the classical limit 〈Nk〉 � 1 gives

〈∆Nk〉 ≈ 〈Nk〉, (6.29)

This is the behaviour that we observe. While we are evolving a microcanonical

system, in this case there are such a large number of modes that the remainder of

the system acts as a bath for any individual mode.

While the data presented in this section indicates that the PGPE is evolving

the system to equilibrium, as yet we have presented no quantitative evidence. To

demonstrate conclusively that equilibrium has been reached, we need to be able

to assign a temperature to the simulations. One method of achieving this is to fit

the simulation data to a predicted quasiparticle distribution, and this is how we

proceed in the next section.

6.4 Quantitative analysis of distributions

6.4.1 Expected distribution

The GPE is the high occupation limit of the full equation for the Bose field operator,

Eq. (2.9). Therefore, in equilibrium we expect the mean occupation of mode k to be

the classical limit of the Bose-Einstein distribution—i.e. the equipartition relation

〈Nk〉 =
kBT

εk − µ
. (6.30)

Manipulating Eq. (6.30), we find that

εk =
kBT

〈Nk〉
+ µ. (6.31)

The equilibrium condensate occupation according to the equipartition relation will

be given by Eq. (6.30) with 〈Nk〉 → 〈N0〉 and εk → λ. From this expression we

can solve for the chemical potential

µ = λ− kBT

〈N0〉
. (6.32)
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Substituting this result into Eq. (6.31), and converting to dimensionless units we

find

ε̃k − λ̃ = T̃

(

N

〈Nk〉
− N

〈N0〉

)

, (6.33)

where T̃ = kBT/(NεL) is the dimensionless temperature. Since we determine the

distribution 〈Nk〉 from our simulations, the only unknowns in Eq. (6.33) are the

mode energies and the temperature.

6.4.2 Bogoliubov theory

In the limit of large condensate fraction 〈N0〉/N ∼ 1, we expect the Bogoliubov

transformation to provide a good basis. The dispersion relation in the homogeneous

case is

εk − λ =

[

(

~
2k2

2m

)2

+ (c~k)2

]1/2

, (6.34)

where c = (n0U0/m)1/2 is the speed of sound, εk is the absolute energy of a mode

with wave vector k, and λ is the condensate eigenvalue. In our dimensionless units

this becomes

ε̃k − λ̃ =

(

k̃4 + 2Cnl
〈N0〉
N

k̃2

)1/2

. (6.35)

As we determine the condensate fraction from the numerical results, if the Bogoli-

ubov dispersion relation is valid we can determine a temperature for the simulations

by comparing a plot of Eq. (6.33) with Eq. (6.35).

Results

We have carried out this analysis for all the simulation data. For the Cnl = 500

case, the measured distribution is in excellent agreement with the Bogoliubov dis-

persion relation for all energies, and we have been able to extract the corresponding

temperature for each simulation.

However, this is not the case for the more strongly interacting systems. For

Cnl = 2000, the Bogoliubov relation is a good fit only for simulations with Ẽ ≤
2000 (〈N0〉/N ≥ 0.75), or for energies above the BEC transition point. For the

Cnl = 10000 case, good agreement is found only for the lowest energy simulation

with Ẽ = 5250 and 〈N0〉/N ≈ 0.96. Sample fits of the simulation data to the

Bogoliubov dispersion relation are shown in Fig. 6.6 for cases where the agreement

is good.
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The reason for the limited range of agreement is because the Bogoliubov trans-

formation diagonalises only the quadratic Hamiltonian. It neglects the cubic and

quartic terms, assuming that they are small (these are discussed in detail below).

This is a good approximation for the Cnl = 500 simulations—at large condensate

fraction the dispersion relation is only slightly shifted from the non-interacting

relation ε̃k = k̃2, and at smaller condensate fractions the difference is negligible.

Hence we can fit a temperature up to and above the BEC transition.

For the Cnl = 2000 case the higher order terms become important above

Ẽ = 2000, and for the strongest interaction strength of Cnl = 10000, they are

important almost from the beginning. For these higher energy simulations the

shape of Eq. (6.33) no longer agrees with Eq. (6.35), and we must use a more

sophisticated theory to predict the dispersion relation.

Above the transition point, however, there is no condensate and the ideal gas

dispersion relation is a reasonable description of the system.

6.4.3 Second order theory

As the occupation of the quasiparticle modes becomes significant at large interac-

tion strengths, the cubic and quartic terms of the many-body Hamiltonian that are

neglected in the Bogoliubov transformation become important. In Ref. [54] Mor-

gan develops a consistent extension of the Bogoliubov theory to higher order that

leads to a gapless excitation spectrum. This theory treats the cubic and quartic

terms of the Hamiltonian using perturbation theory in the quasiparticle basis. This

results in energy-shifts of the excitations away from the Bogoliubov predictions of

Eq. (6.34).

Expressions for the energy-shifts of the excitations are given in Sec. 6.2 of

Ref. [54]. They have the form

∆ε̃k = ∆Ẽ3(k) + ∆Ẽ4(k) + ∆Ẽλ(k), (6.36)

where ∆Ẽ3(k) [∆Ẽ4(k)] is the shift in energy of a quasiparticle in mode k due to

the cubic [quartic] Hamiltonian, and ∆Ẽλ(k) describes the shift due to the change

in the condensate eigenvalue. In the high-occupation limit we find

∆Ẽ4(k) + ∆Ẽλ(k) = −Cnlκ̃
(1 + αk)

2

1 − α2
k

, (6.37)
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Figure 6.6: Fits of the simulation quasiparticle population data to the Bogoliubov dis-
persion relation for two cases. For both graphs the solid line is the Bogoliubov curve,
while the dashed line is the ideal gas dispersion relation. The temperature is determined
by a least-squares fit to the plot of (N/〈Nk〉 − N/〈N0〉), which is shown as the dots. (a)
Cnl = 500, Ẽ = 500 and 〈N0〉/N = 0.929, with a best fit temperature from Bogoliubov
theory of T̃ = 0.0175. (b) Cnl = 10000, Ẽ = 5250 and 〈N0〉/N = 0.957, with a best fit
temperature from Bogoliubov theory of of T̃ = 0.018.
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where κ̃ is the dimensionless anomalous average, defined by

κ̃ =
∑

k

(Nk +N−k)αk

N(1 − α2
k)

. (6.38)

The expression for ∆Ẽ3(k) is derived from second-order perturbation theory,

and is rather complicated. We have

∆Ẽ3(k) =
−2Cnl

1 − α2
k

[∆Ẽa
3 (k) + ∆Ẽb

3(k) + ∆Ẽc
3(k)], (6.39)

where

∆Ẽa
3 (k) =

∑

j

(Ni +Nj)(1 − αi − αj + αiαk + αjαk − αiαjαk)
2

N(zi + zj − zk)(1 − α2
i )(1 − α2

j )
, (6.40)

∆Ẽb
3(k) =

∑

j

(N−i +N−j)(αi + αj + αk − αiαj − αiαk − αjαk)
2

N(zi + zj + zk)(1 − α2
i )(1 − α2

j )
, (6.41)

∆Ẽc
3(k) = −2

∑

j

(Ni −Nj)(1 − αj − αk + αiαj + αiαk − αiαjαk)
2

N(zi − zj + zk)(1 − α2
i )(1 − α2

j )
,(6.42)

in which i = k − j, and

zk = yk(2 + y2
k)

1/2 ≡ ε̃k

(

Cnl
〈N0〉
N

)−1

, (6.43)

is another form of the dimensionless energy of mode k, with yk = k/k0 as earlier.

We have calculated these shifts for our simulations. Our procedure is to:

1. Calculate the quasiparticle populations Nk for the last 50 wave functions

of our simulation based on a condensate population 〈N0〉, and then average

these over time.

2. Calculate the energy shifts for mode k.

3. Average the shifts over angle to give a one-dimensional function of k.

A plot of the energy shifts for one particular simulation is presented in Fig. 6.7.

As we can see the calculated shifts are not smooth, but this is due to the finite size

of the system. The expressions for the energy shifts for ∆Ẽ3(k) contain poles when

energy matches occur, and hence the numerical calculation is performed using an

imaginary part in the denominator. We have found that the size of this imaginary
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Figure 6.7: The energy shifts calculated using the second order theory of Morgan for the
Cnl = 10000, Ẽ = 7000 simulation. The crosses are for the quasiparticle transformation
using the measured condensate fraction of N0/N = 0.6943 ± 0.004, the solid line is for
N0/N = 0.712, and the dots are for N0/N = 0.676.

part does not affect the shape of the curve in the limit that it is small, but it does

affect the amount of scatter in the shifts. We have performed sample calculations

allowing L to increase while keeping other parameters of the system constant, and

observed that this makes the curve smoother.

The curves plotted in Fig. 6.7 are for the simulation with Cnl = 10000 and

Ẽ = 7000, with a measured condensate population of 〈N0〉/N = 0.6943 ± 0.004.

However, we find that if we use this condensate population in our quasiparticle

transformation, we are left with what appears to be a remnant of an infra-red

divergence as k → 0 (the crosses in Fig. 6.7).

We have therefore scanned the condensate population used in our quasiparticle

transformation over a small range near the measured value, and two more sample

curves, shifted from the measured value of 〈N0〉/N by ±0.018, are presented in

Fig. 6.7 (+ solid line, − dots). While the effect of this on the quasiparticle distri-

bution as presented in Fig. 6.5 is invisible to the naked eye, we find that it has a

reasonably significant effect on the infra-red behaviour of the shift ∆εk.

We remain unsure as to the origin of this behaviour. It is possible that it

is numerical, as both ∆Ẽ4(k) + ∆Ẽλ(k) and ∆Ẽ3(k) separately exhibit infra-red

divergence in the expression for the shift. However, it has been shown analytically

that these two quantities cancel to third order in the thermodynamic limit to give
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∆εk → 0 as k → 0 [54]. However, this means that we must numerically calculate

two large quantities with sufficiently high accuracy to give a remainder that is

small. As an indication of their size, we have ∆Ẽ3(k) ∼ 105 for k = 2π/L for

Fig. 6.7, leaving a remnant of ∼ 103. Also, in the sample calculation mentioned

earlier, the infra-red remnant shifted towards the origin as L was increased.

Fedichev and Shlyapnikov have calculated the shifts of the quasiparticle energies

in the high occupation, thermodynamic limit for the homogeneous Bose gas [55].

They found that for small k the shift was negative, but as k increased it became

positive. Qualitatively their curve was similar to the solid line plotted in Fig. 6.7.

Thus, for the higher energy Cnl = 10000 simulations it was necessary to increase

the condensate occupation by up to δ〈N0〉/N = +0.02 to avoid any remaining

infra-red divergence in the energy shift as k → 0. This was not necessary for the

Cnl = 2000 simulations, however, as although there was still an infra-red remnant,

it was very small. This oddity is a matter of ongoing investigation. We would

like to note however, that the shifts for k̃ > 5 × 2π are largely unaffected by this

procedure.

Results

The shifted energy spectrums are in good agreement with the quasiparticle popu-

lations extracted from the simulations, and are a significantly better fit than the

Bogoliubov theory of Eq. (6.35) for a large number of cases. We find that almost

all the measured distributions for the Cnl = 2000 case are well described by the

second order theory, and it is successful for the Cnl = 10000 case up until about

Ẽ = 7250. Sample results are presented in Fig. 6.8.

Breakdown of perturbation theory

The validity of the second order theory is constrained by the requirement [54]

(

kBT

n0U0

)

(n0a
3)1/2 � 1, (6.44)

where n0 is the condensate density. This corresponds in our dimensionless units to

T̃

(8π)3/2

(

Cnl

〈N0〉/N

)1/2

� 1. (6.45)
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Figure 6.8: Fits of the simulation quasiparticle population data to the full second order
theory dispersion relation for two cases. For both graphs the solid line curve is for
the full theory and the dashed line is the Bogoliubov curve. The dots are a plot of
(N/〈Nk〉 − N/〈N0〉), and the best-fit temperatures are determined by a least-squares fit
of this to the dispersion relations. (a) Cnl = 2000, Ẽ = 3400 and 〈N0〉/N = 0.449, with
a second order theory best-fit temperature of T̃ = 0.1640. (b) Cnl = 10000, Ẽ = 7000
and 〈N0〉/N = 0.6943, with a second order theory best-fit temperature of T̃ = 0.1788.
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For the results of Fig. 6.8(b) with Cnl = 10000, Ẽ = 7000 this parameter is 0.17

and so we are beginning to probe the boundary of validity of the theory. At higher

Ẽ the shifts become of the order of the unperturbed energies, and hence the results

are unreliable. In this region even higher order terms are important, and the second

order theory can no longer be expected to give good results. From our calculations

it seems that this parameter should be ≤ 0.2 for the theory to be valid.

We would like to emphasise, however, that the GPE suffers no such limitations.

It is non-perturbative and thus can be used all the way through the transition

region as long as the condition Nk � 1 is satisfied.

6.5 Condensate fraction and temperature

It is usual when considering how the condensate fraction varies with the other

properties of the system to plot it against temperature, rather than against energy

as we have done in Fig. 6.4. We are now in a position to present this data, and it

is displayed in Fig. 6.9.

We can see that a major effect of increasing the nonlinearity is to increase the

condensate fraction at any given temperature. However, it seems that the transition

temperature is largely unaffected by the size of Cnl. This can be understood by

considering the shape of the dispersion relation.

The Bogoliubov dispersion relation Eq. (6.35) shows that for a given conden-

sate fraction, a larger value of Cnl will result in an increase in the energy of any

mode k relative to the condensate. This leads directly to the observation that

for a fixed condensate fraction, an increase in the nonlinearity must lead to an

increase in the temperature. However, as 〈N0〉/N → 0 in the transition region, the

energy-momentum relationship tends towards the ideal gas dispersion relation, and

therefore the transition temperature will not be greatly shifted over a wide range

of nonlinearities.

We note that we have not assigned a temperature to the Ẽ = 7500–10500,

Cnl = 10000 simulations, and therefore these points are not plotted in Fig. 6.9. We

can see from the graph that this means there is a large increase in the energy of

the system for a very small increase in temperature in the region of the transition,

and hence the specific heat is large.

The specific heat of the ideal Bose gas reaches a maximum at the critical

temperature—however, the behaviour displayed here is reminiscent of the lambda

point in superfluid 4He. In this system the specific heat diverges at the transition
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Figure 6.9: Condensate fraction versus temperature for system with k < 15π/L, but
with four different interaction strengths. The open circles are for Cnl = 10000, crosses
for Cnl = 2000, solid dots for Cnl = 500, and the solid line is for the ideal gas. Points are
missing from the Cnl = 10000 curve in the range from Ẽ = 7500–10500, corresponding to
a temperature of T̃ = 0.21–0.23. This is where second order perturbation theory breaks
down and we are unable to determine a temperature by the methods used in this chapter.
The points in this region for the other interaction strengths should also be treated with
caution.
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temperature. This issue will be be addressed further in the continuation of the

work presented in this thesis.

6.6 The role of vortices

Another quantity of interest is the vorticity of the system in equilibrium. It has

been argued that vortices may be important in the superfluid transition of 4He,

reducing the superfluid density near the transition point [136]. With this in mind,

we have studied the presence of vortex lines and rings in our simulations.

A vortex is a topological excitation, characterised in a wave function by

∮

C

∇Arg[ψ(x)] · dl = 2πn, (6.46)

where C is a closed contour, and n is a non-zero integer, the sign of which indicates

the circulation of the vortex. The continuous variation of the phase from zero to

2nπ around such a contour implies that there must be a discontinuity in the phase

within the loop. The only way that this can be physical is for the wave function

to have zero amplitude at the spatial position of the phase singularity. The phase

profiles characterising the presence of a vortex are clearly visible in the phase plots

of the wave functions in Fig. 6.2.

In a two dimensional wave function the centre of vortices are zero-dimensional

points, and they can be easily counted to give a measure of the vorticity of the

system. However, in three dimensions vortices form lines and rings, and the equiv-

alent quantity of the 2D measure of vorticity would be to calculate the length of

all vortex structures in the wave function. This would be a somewhat complicated

procedure numerically, and so we have devised a different technique.

We increase the spatial resolution of our wave functions to be 128 × 128 × 128

points, so that the grid spacing is smaller than the vortex healing length ξ, defined

by
~

2

2mξ2
= n0U0. (6.47)

We do this by extending the wave function in k-space, and then Fourier transform-

ing to real space. This does not require any extra information, as for k > 15×2π/L

we have ck = 0. We then count the number of vortex lines passing through every

xy plane, and take the average over all planes. It seems that this is a reason-

able measure of the vorticity of the wave function, and it should be similar to the
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measurement of the length of the vortex structures discussed above.

We have analysed the data from the simulations using this procedure. We find

that when the energy of the simulation is sufficiently high that there are vortices

present, the time evolution of the vorticity is a good indicator for when the system

reaches equilibrium. As is the case for the condensate population, the vorticity

tends to an equilibrium value which fluctuates by a small amount (much smaller

than the fluctuations in the condensate population).

A plot of the vorticity against system energy is shown in Fig. 6.10(a) for the

Cnl = 10000 simulation (the curves are qualitatively similar for the other nonlin-

earities). We see that there is a minimum energy required for vortices to be present

in the system at equilibrium. Also, as we reach this energy the plot of condensate

occupation versus energy appears to dip. This same behaviour is observed for the

Cnl = 500 and 2000 cases, but it occurs at a higher condensate fraction, and is not

as pronounced. There is no corresponding departure from linearity in the ideal gas

case, as was seen in Fig. 6.4(b).

The appearance of vortex structures in the Cnl = 10000 case also corresponds

to the region in which the second order theory of Morgan begins to fail. This is to

be expected, as neither Bogoliubov theory or the second order theory take account

of topological excitations. This raises the question of why these theories appeared

to give a good fit to the measured distribution function when vortices were present

for the Cnl = 2000 case.

A tentative explanation for this behaviour is the magnitude of the energy of

the topological excitations. The energy of a vortex ring is proportional to both Cnl

and the superfluid density [136], and it seems quite possible that the energy that

makes up these excitations in the low Cnl simulations is only a small fraction of that

accounted for by the usual quasiparticle excitations. This is why we have more of

them for a given temperature in the lower Cnl simulations. However, in the Cnl =

10000 case it seems likely that topological excitations are the cause of the rapid

increase in the specific heat near the transition temperature, as suddenly there are

many more modes with a significant energy that can be excited. This suggests that

the phase transition may be vortex-mediated, however more quantitative analysis

is necessary.

A plot of the number of vortex lines versus temperature for all the simulations

is shown in Fig. 6.10(b), and this displays a sudden increase in the vorticity near

the transition temperature for Cnl = 10000. Even the Cnl = 2000 case appears to

show a small jump in this region. A more in-depth analysis of this behaviour will
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Figure 6.10: The presence of vortices in the simulations. (a) A plot of vorticity for the
Cnl = 10000 simulation series. The number of vortex lines per plane are indicated by
open circles with the scale on the left vertical axis, and the condensate fraction by dots
with the scale on the right vertical axis. (b) The number of vortex lines per plane plotted
against temperature for all three simulation series. Open circles are Cnl = 10000, crosses
are Cnl = 2000, and dots are Cnl = 500.
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be carried out in a subsequent extension of the work of this thesis.

6.7 Conclusions

We have presented compelling evidence that the projected Gross-Pitaevskii equa-

tion is a good approximation to the dynamics of the classical modes of a Bose gas.

We have described how to carry out the projection technique for the homogeneous

system with periodic boundary conditions, and have shown that starting with a

randomised wave function with a given energy, the projected GPE evolves towards

an equilibrium state. We have analysed the numerical data in terms of quadratic

Bogoliubov theory, and also the gapless, finite temperature theory of Ref. [54] in

the classical limit. We have found that both the occupation and energies of the

quasiparticles agree quantitatively with the predictions. Also, we have found that

increasing the nonlinearity Cnl leads to an increase in the specific heat of the system

in the region of the critical temperature, and presented evidence that suggests vor-

tices may play some role in the transition. The projected GPE is a simple equation

but it appears to describe very rich physics, only some of which we have considered

here. It will remain the topic of further research.





Chapter 7

Prospects for future

development

In the last part of this thesis we discuss the prospects for further development of

the formalism described in Chapter 5.

7.1 The PGPE

7.1.1 Homogeneous case

The PGPE was studied in the previous chapter for the homogeneous gas with

periodic boundary conditions. We have shown that this describes the evolution of

the classical modes of the system to an equilibrium which is well described by static

theories of BEC. However, there seems to be much more physics in the PGPE that

is yet to be understood. Below we describe the next steps in the study of this

equation.

1. We would like to be able to assign a temperature to the simulations that

appear to have reached equilibrium, but which are not well-described by cur-

rent equilibrium theories. In this region of critical fluctuations, perturbation

theory breaks down but the PGPE remains valid.

One method of doing this may be to couple the strongly-interacting system to

a second that is weakly-interacting, and allow the two to come to equilibrium.

Perturbation theory would remain valid for the weakly-interacting system,
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and so it would be possible to infer the temperature of the strongly-interacting

system by measuring the temperature of the second.

2. If this is successful it may be possible to investigate the effect of interactions

on the BEC transition temperature. This is a topic of much debate in the

commmunity at present [137].

3. Further investigation into the role of vortices in the strongly-interacting gas is

required. We would like to be able to describe the energy that they contain,

and study the part (if any) that they play in the phase transition.

4. Another system of interest is the homogeneous 2D gas, which cannot undergo

Bose-Einstein condensation, but for which a Kosterlitz-Thouless transition

can be observed. In this case the occupation of the zero momentum state be-

comes significant, but fluctuations remain large and there is no off-diagonal

long range order. It is known that vortices are important in the phase tran-

sition of this system [138]. In two dimensions the PGPE will be much easier

to compute.

Attempts are being made to implement the second order theory in the case

that vortices are present in 2D [139]. Rather than having a flat condensate

with quasiparticle excitations on top, this assumes that a network of vortices

are present, and describes excitations above this. The PGPE will be a useful

tool in the development of this theory.

5. The problem of coherence at finite temperature could be studied, a topic

particularly important in the discussion of the properties of atom lasers.

6. The shifts and widths of the excitation frequencies of a condensate have been

studied at finite temperature, but only in the limit that the amplitudes are

small. The PGPE would allow us to consider the frequency and rate of decay

of large amplitude excitations where nonlinear effects are important.

7.1.2 Inhomogeneous case

The implementation of the projector P̂ is the bottleneck in considering the Bose

gas at finite temperature in a trap. It may be possible to develop a suitable

approximation for the projector, or simply to use a finite size grid to effectively

carry out a lattice simulation that restricts the energies considered. Another option

is to make use of supercomputing resources.
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If a scheme can be developed for the application of the projector, whether it is

simply by brute force or possibly by the use of a clever approximation, there are

several situations that could be investigated:

1. Many of the issues considered in the homogeneous case are also important

for trapped gases. In particular, the study of vortices in a trap at finite

temperature could be very fruitful, along with the issues of coherence and

the properties of large amplitude excitations.

2. The issue of condensate collapse could be addressed, as discussed in Sec. 5.3.1.

3. Collisional loss in four-wave mixing with atomic BECs could be studied.

As can be seen, there are still many possibilities to be considered using the

PGPE.

7.2 The FTGPE

The next step in the development of this formalism will be to begin to include the

terms involving the bath operator η̂(x) in the computations. In the homogeneous

case this should be relatively straightforward.

Rather than calculating the dynamics of the incoherent region as well as those

of the coherent region, a useful first step will be to assume that the incoherent

region is in quasi-equilibrium, and can be described by a chemical potential µ and

temperature T . This is reminiscent of the procedure of QKIII, which treated the

region RNC as being fully thermalised. Indeed, this thesis along with other studies

in the literature suggests that this approximation can be a good one.

The first term to consider will be the growth term, η̂†η̂η̂, as described by

Eq. (5.39). Taking the incoherent region to be thermalised will leave an inte-

gral of the form of the quantity W± from quantum kinetic theory, which can easily

be carried out. This will result in an expression for the rate into each quasiparticle

level of the coherent region based on its energy. This description would in fact be

very similar to model B of condensate growth, but without the scattering terms.

While neglecting the scattering term will not give the exact dynamics as sug-

gested by our earlier studies of condensate growth, it will be a good first estimate.

This procedure provides one possible coupling of the PGPE to a weakly interacting

system that has a well-defined temperature.
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The next term to include will be the scattering term, as in Eq. (5.37). This will

be more difficult, as it involves the calculation of matrix elements and a summation

over two condensate indices.

From the studies of condensate growth in quantum kinetic theory, it seems rea-

sonable that the remaining terms can be neglected in the limit that the incoherent

region is large. This will almost always be the case due to the definition of the

coherent region. The terms linear in η̂ will be boundary terms, and the anoma-

lous term will mainly contribute to the renormalisation of the interaction strength.

When the incoherent region is small and these terms can be significant, both the

growth and the scattering terms are not likely to be important. In this situation

we envisage evolving the FTGPE, but only using the extra terms to describe the

loss from the coherent region.

7.3 Limitations

While the formalism developed in this thesis is applicable for a wide range of

systems, there are two situations where it is not valid.

Low temperature

At temperatures slightly above zero, there will be an intermediate regime where

the T = 0 GPE is not valid due to the presence of a thermal fraction, but for which

there are an insufficient number to be treated using kinetic theory.

Small systems

Small systems are the only major situation that cannot be described by this for-

malism, when the criterion Nk � 1 is not satisfied for any modes except for the

condensate. In this regime quantum fluctuations are important, and the quan-

tum nature of the modes must be considered. In this regime, the coherent state

phase-space equations (know as the positive-P representation) are equivalent to

the relevant quantum equations if the phase-spase boundary terms vanish. Such a

description has been considered by Drummond and Corney [117].
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7.4 Final conclusions

In this final chapter of this thesis we have considered possible future applications

of both the projected and finite temperature Gross-Pitaevskii equations, and have

shown that there is still much to be understood. We have also briefly discussed the

limitations of the formalism.

While the formalism is by no means perfect, it is based on the principle that

it should lead to calculations that can feasibly be performed. There is little to

be gained by developing an elegant method that turns out to be computationally

impossible. We have based our approach on the GPE, a subject of much research

for T = 0, and have shown it to be an excellent approximation for the classical

modes of a Bose gas. We remain hopeful that from this description it will be

possible to model real experiments on Bose-Einstein condensates in laboratories.





Appendix A

Approximate solution of

operator equations

We often have equations of the following form that we wish to solve approximately

to substitute into another equation of motion

i~
dÃ(t)

dt
= U0F̃ (t) exp(−i∆ωt), (A.1)

where F̃ (t) represents a sum over operators that is slowly varying on the scale of

∆ω. The formal solution to this equation is

Ã(t) =
U0

i~

∫ t

t0

dt′F̃ (t′) exp(−i∆ωt′). (A.2)

As we assume that F̃ (t′) is slowly varying we can move it outside the integral,

replacing the argument with the end value of the integral t

Ã(t) =
U0

i~
F̃ (t)

∫ t

t0

dt′ exp(−i∆ωt′). (A.3)

We now have the challenge of integrating the exponential in such a way that we

get a finite answer. The standard way to do this is to add a small imaginary part

iε to ∆ω, carry out the integral and then let ε → 0. We eventually only want the

contribution from the upper limit of the integral, so the sign of ε is chosen such
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that the integral converges as the limit is taken to t0 = −∞
∫ t

t0

dt′
e−i∆ωt′

i
⇒ lim

ε→0

∫ t

t0

dt′
e−i(∆ω+iε)t′

i
,

= lim
ε→0

[

e−i(∆ω+iε)t′

∆ω + iε

]t′=t

t′=t0

. (A.4)

The trick is now to multiply through by (∆ω − iε)/(∆ω − iε) so that

Ã(t) =
U0

~
F̃ (t) lim

ε→0

[(

∆ω

∆ω2 + ε2
− iε

∆ω2 + ε2

)

e−i(∆ω+iε)t′
]t′=t

t′=t0

. (A.5)

Now we have

lim
ε→0

∆ω

∆ω2 + ε2
=

1

∆ω
, (A.6)

lim
ε→0

iε

∆ω2 + ε2
= iπδ(∆ω), (A.7)

as the left-hand side of Eq. (A.7) is a Lorentzian that tends to a delta function,

with the area under the curve being equal to π. The other trick that we use is to

extend the lower limit of the integration to −∞, so we drop the term involving t0.

Thus the final result is

Ã(t) = U0F̃ (t)
e−i∆ωt

~∆ω
− iπU0F̃ (t)δ(~∆ω). (A.8)

This is essentially a proof of the standard result

1

x+ iε
= P

(

1

x

)

− iπδ(x), (A.9)

which is short for

∫

dxf(x)

x+ iε
= P

∫

dxf(x)

x
− iπ

∫

dxf(x)δ(x). (A.10)

This is a result of a ‘well-known theorem from complex function theory’ as stated

on page 61 of Mattuck [140], and the reader is referred to Ref. [141].



Appendix B

Derivation of the rate W+

In this appendix we give the derivation of the formula for the rate W + calcu-

lated using the Bose-Einstein distribution function in the integral. We begin from

Eq. (3.26) which we reproduce here for the reader’s convenience

W+(N) =
4ma2

π~3

∫

dε1 dε2 dε3 f1f2(1 + f3) δ(ε1 + ε2 − ε3 − µC(N)). (B.1)

For clarity we split this into two integrals

W+(N) =
4ma2

π~3
(A+B) , (B.2)

where

A =

∫

dε1 dε2 dε3 f1f2 δ(ε1 + ε2 − ε3 − µC(N)), (B.3)

B =

∫

dε1 dε2 dε3 f1f2f3 δ(ε1 + ε2 − ε3 − µC(N)). (B.4)

For the distribution function we use the expansion

f(ε) =
1

eβ(ε−µ) − 1
=

e−β(ε−µ)

1 − e−β(ε−µ)
,

= eβ(ε−µ)

∞
∑

m=0

e−mβ(ε−µ),

=
∞
∑

m=1

e−mβ(ε−µ), (B.5)
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and so integrating over the delta functions we have

A =
∞
∑

mn=1

∫

dε1 dε2 e
βµ(m+n)e−β(mε1+nε2), (B.6)

B =
∞
∑

mnp=1

∫

dε1 dε2 e
βµ(m+n+p)e−β[(m+p)ε1+(n+p)ε2]+pβµC(N). (B.7)

Carrying out the integrals from ER to infinity results in

A = (kBT )2

∞
∑

mn=1

eβ(µ−ER)(m+n)

m+ n
, (B.8)

B = (kBT )2

∞
∑

mnp=1

eβµ(m+n+p)+pβµC(N)−β(m+n+2p)ER

(m+ p)(n+ p)
. (B.9)

Both of the sums in these results can be carried out to some extent. If we define

the “fugacities”

z = eβ(µ−ER), z(N) = eβ(µC(N)−ER), (B.10)

then for A we have

eβ(µ−ER)(m+n)

m+ n
=

(

∞
∑

m=1

zm

m

)2

,

= [ln(1 − z)]2 for z < 1, (B.11)

and for B

∞
∑

mnp=1

eβµ(m+n+p)+pβµ(N)−β(m+n+2p)ER

(m+ p)(n+ p)
=

∞
∑

p=1

[z.z(N)]p

(

∞
∑

m=1

zm

m+ p

)2

, (B.12)

= z2

∞
∑

p=1

[z.z(N)]p

(

∞
∑

m=0

zm

m+ p

)2

, (B.13)

= z2

∞
∑

p=1

[z.z(N)]pΦ(z, 1, p+ 1), (B.14)

where the function Φ is the Lerch transcendent [108] defined by

Φ(x, s, a) =
∞
∑

k=0

xk

(a+ k)s
. (B.15)
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Thus the final result is

W+(N) =
4m(akBT )2

π~3

{

[ln(1 − z)]2 + z2

∞
∑

r=1

[z z(n0)]
r[Φ(z, 1, r + 1)]2

}

, (B.16)

which was quoted in the Chapter 3 as Eq. (3.39). For z � 1 the second term can

be neglected with respect to the first, and using the approximation

[ln(1 − z)]2 ≈ [1 − (1 − z)]2 = z2, (B.17)

we find

W+(N) =
4m(akBT )2

π~3
e2βµ, (B.18)

which is very similar to the Boltzmann estimate Eq. (3.30) given in the main text.





Appendix C

Semiclassical density of states

In this appendix we outline the derivation of the density of states for a general

system. In particular we derive the harmonic oscillator density of states, both

for the ideal gas, and for a gas interacting with a Bose-Einstein condensate using

the Thomas-Fermi approximation for the condensate wave function. The result is

Eq. (4.14) in the main text.

The classical expression for the density of states is

g(ε) =
1

h3

∫

d3r

∫

d3p δ[ε− ε(r,p)], (C.1)

where ε(r,p) is the dispersion relation. It is simple to show that a property of the

delta function is

δ[y − f(x)] ≡ δ[x− f−1(y)]

∣

∣

∣

∣

∂f

∂x

∣

∣

∣

∣

−1

. (C.2)

Therefore, assuming that the energy is a function of the magnitude of the momen-

tum only i.e. ε(p) = ε(|p|), we can integrate over the momentum coordinate in

Eq. (C.1) to find

g(ε) =
1

2π2~3

∫

d3r[p(ε, r)]2
∣

∣

∣

∣

∂ε

∂p

∣

∣

∣

∣

−1

. (C.3)
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C.1 Harmonic oscillator

For an anisotropic harmonic trap the entire position dependence of the dispersion

relation is contained in the external potential

V (r) =
m

2

(

ωxx
2 + ωyy

2 + ωzz
2
)

. (C.4)

If we make the change of variable

x′ =
ωx

ω̄
x, y′ =

ωy

ω̄
y, z′ =

ωz

ω̄
z, (C.5)

where we define the geometric mean of the trap frequencies ω̄ = (ωxωyωz)
1/3, we

find

V (r) =
m

2
ω̄2r2. (C.6)

We can then carry out carry out the angular part of the integral of Eq. (C.3) for

the density of states to leave us with

g(ε) =
4

2π~3

∫

r2dr[p(ε, r)]2
∣

∣

∣

∣

dε

dp

∣

∣

∣

∣

−1

, (C.7)

The integral extends from zero to the maximum radius of a particle with energy ε,

found by putting p = 0 in the dispersion relation and solving for rmax.

C.2 Ideal gas

For the ideal gas the dispersion relation is everywhere

ε(r, p) = p2/2m+ V (r), (C.8)

so
∂ε

∂p
=

p

m
, and p(ε, r) =

√
2m
√

ε− V (r). (C.9)

We find that the upper bound of the integral of Eq. (C.7) is

rmax =

(

2ε

mω̄

)1/2

, (C.10)
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and substituting this, along with Eq. (C.9) into Eq. (C.7) we find that

g(ε) =
16

2π

ε2

(~ω̄)3

∫ 1

0

dxx2
√

1 − x2, (C.11)

which is a standard integral, the result giving us ideal gas density of states for a

harmonic trap

g(ε) =
ε2

2(~ω̄)3
. (C.12)

C.3 Thomas-Fermi approximation

For an interacting gas in the presence of a Bose-condensate, the largest contribution

to the mean field experienced by non-condensed particles is due to the condensate

itself. If the condensate is large and static, we can approximate its mean field using

the Thomas-Fermi approximation for the density profile, i.e.

U0|ψ(r)|2 =

{

µC(n0) − V (r) if µC(n0) > V (r),

0 otherwise.
(C.13)

An approximate Bogoliubov dispersion relation can be used in the region of the

condensate

ε(r, p) =

[

(

p2

2m

)2

+
p2

m
[µC(n0) − V (r)]

]1/2

+ µC(n0), (C.14)

where µC(n0) has been added to this expression, as the standard Bogoliubov re-

lation measures quasiparticle energies relative to the condensate eigenvalue. Thus

we have
∂ε

∂p
=

p3/m+ 2[µC(n0) − V (r)]p/m

2 [(p2/2m)2 + [µC(n0) − V (r)]p2/m]1/2
. (C.15)

Inverting the dispersion relation for the condensate region Eq. (C.14) we find

p(ε, r)2

2m
=
√

[µ(n0) − V (r)]2 + [ε− µ(n0)]2 − [µ(n0) − V (r)]. (C.16)

Outside the condensate region defined by

r > rTF =
[2µC(n0)]

mω̄

1/2

, (C.17)
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the ideal gas dispersion relation Eq. (C.8) is used. Writing out the entire integral

we have

g(ε) =
(2m)3/2

π~3

∫ rTF

0

r2drµ

(

ε

µ
− 1

)

[

√

µ2
(

1 − V
µ

)2

+ µ2
(

ε
µ
− 1
)2

− µ
(

1 − V
µ

)

]1/2

[

µ2
(

1 − V
µ

)2

+ µ2
(

ε
µ
− 1
)2
]1/2

+
(2m)3/2

π~3

∫ rmax

rTF

r2dr
√
µ

√

ε

µ
− V

µ
(C.18)

where we have used the shorthand notation µ = µC(n0), V = V (r). This is easily

transformed into

g(ε) =
4

π

µ2

(~ω̄)3

(

ε

µ
− 1

)
∫ 1

0

dx
√

1 − x

[

√

(

ε
µ
− 1
)2

+ x2 − x

]1/2

[

(

ε
µ
− 1
)2

+ x2

]1/2

+
4

π

µ2

(~ω̄)3

∫ ε/µ

1

dx
√
x

√

ε

µ
− x. (C.19)

These are standard integrals that can be found in tables [142]. The final result for

the density of states for a harmonic trap in the presence of a condensate is

ḡ(ε, n0) =
ε2

2(~ω̄)3

{

1 + q1 (µC(n0)/ε) +

(

1 − µC(n0)

ε

)2

q2

(

1

ε/µC(n0) − 1

)

}

,

(C.20)

where

q1(x) =
2

π

[√
x
√

1 − x(1 − 2x) − sin−1(
√
x)
]

, (C.21)

q2(x) =
4
√

2

π

[

√
2x+ x ln

(

1 + x+
√

2x√
1 + x2

)

{

π

2
+ sin−1

(

x− 1√
1 + x2

)}

]

.

(C.22)



Appendix D

Numerical methods

In this appendix we describe some of the numerical techniques we have used to

solve the time-dependent Gross-Pitaevskii equation.

D.1 Preliminaries

The dimensionless form of the GPE is

i
∂ψ(x)

∂τ
= −∇2ψ(x) + Vtrap(x)ψ(x) + Cnl|ψ(x)|2ψ(x). (D.1)

We choose to write this in the form

i
∂ψ(x)

∂τ
= (D̂ + N̂)ψ(x). (D.2)

where we have defined the operators

D̂ = −∇2, N̂ = Vtrap(x) + Cnl|ψ(x)|2. (D.3)

The dispersion operator D̂ contains only spatial derivatives, while the nonlinear

operator N̂ is local in space. In the numerical solution of this equation we begin

with a real-space wave function and evolve it in time.

D.1.1 Calculation of D̂

The calculation of derivatives on a numerical grid can be carried out by finite dif-

ferencing techniques, based on a Taylor series expansion of the function. However,

159
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these are only accurate to a given order, and are less accurate near the edge of the

grid. Instead, we make use of a spectral method to calculate the operator D̂ which

is limited only by the numerical representation of the function. This can be carried

out by the use of numerical fast Fourier transforms (FFTs), and takes about the

same amount of computational time as a high-order finite difference method.

With the forward and reverse Fourier transforms defined as

ψ(k) =
1

2π

∫

d3xψ(x) e+ik·x,

ψ(x) =

∫

d3kψ(k) e−ik·x, (D.4)

we have

−∇2ψ(x) = −∇2

∫

d3kψ(k) e−ik·x,

=

∫

d3k k2ψ(k) e−ik·x,

=

∫

d3k k2 e−ik·x × 1

2π

∫

d3x′ e+ik·x′

ψ(x′).

(D.5)

So the numerical procedure can be summarised as

−∇2ψ = IFFT
{

k2 × FFT[ψ]
}

, (D.6)

i.e. transform the wave function to k-space, multiply each component by k2 and

transform back.

D.1.2 Choice of grid

To facilitate efficient numerics we choose to represent our wave function on a grid

with 2ni points in each dimension i, where ni is a positive integer. Algorithms for

computing FFTs are fastest for these grid sizes. The definition of a spatial grid

and the corresponding Fourier space grid can be a source of confusion, and in this

section we describe our choice of grid.

Discrete Fourier transforms treat the function being transformed as periodic, so

we must be careful to ensure that the end points are not represented twice in our

definition. This is especially important when evolving wave functions with periodic

boundary conditions.
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For example, consider a grid for a system defined between −L/2 and L/2. If

we have n grid points then the spacing of the points should be dx = L/n, and we

should choose the x-grid as either

xi = −L
2
, dx− L

2
, 2dx− L

2
, . . . ,

L

2
− 2dx,

L

2
− dx, or (D.7)

xi =
dx− L

2
,
3dx− L

2
, . . . ,

L− 3dx

2
,
L− dx

2
. (D.8)

The corresponding k-grid for the discrete Fourier transform will be

ki = 0,
2π

L
,
4π

L
, . . . ,

2π[fl(n/2)]

L
,
−2π[fl(n/2) − 1]

L
, . . . ,−4π

L
,−2π

L
. (D.9)

where fl(x) indicates that any decimal part of x should be truncated. This is

important when n is odd.

D.2 Symmetrised split-step method (SSM)

We now consider methods for solving the GPE. From here on we drop all space

labels for our wave function, but include time labels.

The GPE is written as

i
∂ψ(τ)

∂τ
= (D̂ + N̂)ψ(τ). (D.10)

Neglecting the time dependence of the operator N̂ , we can write the formal solution

to the GPE as

ψ(τ + δτ) = e−i(D̂+N̂)δτψ(τ). (D.11)

Using the Baker-Hausdorff identity

exD̂exN̂ = ex(D̂+N̂)+x2[D̂,N̂ ]/2+x3[D̂−N̂,[D̂,N̂ ]]/12+..., (D.12)

then if δτ is small then we can approximate Eq. (D.11) by

ψ(τ + δτ) = e−iD̂δτe−iN̂δτψ(τ). (D.13)

This gives us a procedure for evolving the wave function ψ(τ) by an amount δτ ,

assuming that the change in N̂ is negligible over the time step.

In fact, we can improve the accuracy of this method to third order by sym-
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metrising the expression to cancel the x2 term of Eq. (D.12). We therefore have

the following scheme to propagate the wave function in time

ψ(τ + δτ) = e−iN̂δτ/2e−iD̂δτe−iN̂δτ/2ψ(τ). (D.14)

This is known as the symmetrised split-operator method (SSM).

We gain some computational advantage by splitting N̂ and not D̂, as the latter

is more time-consuming numerically. We find

e−iD̂δτψ = IFFT
{

eik2δτ × FFT[ψ]
}

. (D.15)

This algorithm is often mentioned in the literature as the method used to solve the

time dependent GPE.

D.3 Fourth order Runge-Kutta

Solving a differential equation by use of a Runge-Kutta method involves propa-

gating the solution by making several Euler-type steps over a time interval, and

then combining the information at the end of the step to match a Taylor series ex-

pansion. Further details of their derivation can be found in Ref. [111], and several

formulae can be found in Ref. [143].

One of the most commonly used methods is the fourth order Runge-Kutta

formula (RK4). If the time derivative of our wave function ψ is given by

i
∂ψ(τ)

∂τ
= f(ψ(τ), τ), (D.16)

then to propagate it from τ to τ + δτ we calculate

k1 = −iδτf(ψ(τ), τ),

k2 = −iδτf(ψ(τ) + k1/2, τ + δτ/2),

k3 = −iδτf(ψ(τ) + k2/2, τ + δτ/2),

k4 = −iδτf(ψ(τ) + k3, τ + δτ),

ψ(τ + δτ) = ψ(τ) +
k1

6
+
k2

3
+
k3

3
+
k4

6
+O[(δτ)5]. (D.17)

From Numerical Recipes, Ref. [111]

“For many scientific users, fourth-order Runge-Kutta is not just the
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first word on ODE integrators, but the last word as well. In fact, you

can get pretty far on this old workhorse . . . ”

This algorithm requires only four derivative evaluations per time step, and one

addition to the wave function for each of these evaluations. It therefore has a lot

of “bang for its buck”, and this contributes to its popularity.

D.3.1 RK4IP

An algorithm developed by R. J. Ballagh and co-workers at the University of Otago

combines the use of an interaction picture (IP) with the RK4 method. We define

ψI(τ0)(τ) = e+iD̂(τ−τ0)ψ(τ), (D.18)

where ψI(τ0)(τ) is the interaction picture wave function at time τ with time origin

at τ0. Note that for τ = τ0 that the interaction picture and normal picture wave

functions are the same.

Substituting Eq. (D.18) into Eq. (D.11) the GPE becomes

i
∂ψI(τ0)

∂τ
(τ) = N̂ I(τ0)ψI(τ0)(τ), (D.19)

where we have the IP operator

N̂ I(τ0) = e+iD̂(τ−τ0)N̂e−iD̂(τ−τ0). (D.20)

The computation of the operator e+iD̂(τ−τ0) is very time consuming numerically, as

it involves two Fourier transforms. Therefore the direct application of the algorithm

outlined in Eq. (D.17) for the IP would be very slow. However, the use of clever

techniques is able to reduce the total number of transforms required to eight per

step, the same number that would be required without using the interaction picture.

Algorithm

We begin with the normal picture wave function ψ(τ = 0) and wish to propagate

the wave function to τ = δτ . We define the interaction picture origin to be in the

middle of the step at τ = δτ/2, and so

ψI(0) = e+iD̂δτ/2ψ(0). (D.21)
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We have at τ = 0

k1 = −iδτN̂ IψI(0),

= −iδτ
[

e+iD̂δτ/2N̂e−iD̂δτ/2
]

×
[

e+iD̂δτ/2ψ(0)
]

,

= −iδτeiD̂δτ/2N̂ψ(0), (D.22)

where two of the exponential operations have cancelled each other.

The quantities k2 and k3 are calculated at τ = δτ/2, which is the origin of the

interaction picture. Here we have N̂ I ≡ N̂ , and so

k2 = −iδτN̂(ψI(0) + k1/2),

k3 = −iδτN̂(ψI(0) + k2/2). (D.23)

For k4 at τ = δτ

k4 = −iδτe−iD̂δτ/2N̂e+iD̂δτ/2(ψI(0) + k3). (D.24)

Finally we assemble all the components, which gives us the wave function at

τ = δτ but in the interaction picture with origin at τ = δτ/2. We therefore

transform the origin of the interaction picture to τ = δτ , which also is the normal

picture wave function at the end of the step. We thus have

ψ(δτ) = e+iD̂δτ/2

{

ψI(0) +
k1

6
+
k2

3
+
k3

3
+
k4

6

}

. (D.25)

However, there is still a saving to be made. From Eq. (D.25) we can see that all

terms are operated on by e+iD̂τ/2, but the last operation applied to k4 in Eq. (D.24)

is e−iD̂τ/2. So instead we define

k∗4 = −iδτN̂e+iD̂δτ/2(ψI(0) + k3), (D.26)

so that the final wave function is given by

ψ(δτ) = e+iD̂δτ/2

{

ψI(0) +
k1

6
+
k2

3
+
k3

3

}

+
k∗4
6
. (D.27)
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In summary, the procedure to calculate ψ(δτ) from ψ(0) is as follows:

ψI(0) = eiD̂δτ/2ψ(0),

k1 = −iδτeiD̂δτ/2N̂ψ(0),

k2 = −iδτN̂(ψI(0) + k1/2),

k3 = −iδτN̂(ψI(0) + k2/2),

k∗4 = −iδτN̂e+iD̂δτ/2(ψI(0) + k3),

ψ(δτ) = e+iD̂δτ/2

{

ψI(0) +
k1

6
+
k2

3
+
k3

3

}

+
k∗4
6
. (D.28)

This algorithm has been used successfully in both Oxford and New Zealand since

1996 to evolve the GPE.

One difficulty faced when using this algorithm is the choice of step-size. It must

be relatively short such that numerical accuracy is not compromised, however this

must be balanced with the fact that the computations must finish on a reasonable

time scale.

After using this algorithm in many varied situations, we still find it difficult to

determine whether the answer has converged. The only way to be sure is to halve

the step size and recompute the results. If the final state is the same, then it is a

reasonable assumption that the original step-size was sufficient. However, repeating

the simulation with one that takes twice as long seems like a waste of resources,

especially if it turns out that the longer time step was sufficiently accurate.

We have therefore developed an algorithm base on a Runga-Kutta method, but

with an adaptive step size. We specify an acceptable truncation error per time

step at the beginning of a calculation, and the algorithm adjusts the size of each

step along the way. This has the advantage that it can take large steps through

relatively “easy” territory, but slows down when the terrain is more difficult. The

cost is a more computationally intensive, complicated algorithm; however, at the

start of the development it was likely that the benefits would outweigh the costs.

D.4 Adaptive step size algorithm (ARK45)

The algorithm we base our method on is an embedded Runge-Kutta, as described

in Ref. [111]. An interesting fact about Runge-Kutta formulas is that for orders

M > 4, either M + 1 or M + 2 evaluations of the derivative are required—this

is one reason the fourth order method is popular. However, Fehlberg discovered
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i ai bij ci c∗i

1 37
378

2825
27648

2 1
5

1
5

0 0

3 3
10

3
40

9
40

250
621

18575
48384

4 3
5

3
10

− 9
10

6
5

125
594

13525
55296

5 1 −11
54

5
2

−70
27

35
27

0 277
14336

6 7
8

1631
55296

175
512

575
13824

44275
110592

253
4096

512
1771

1
4

j = 1 2 3 4 5

Table D.1: Cash-Karp parameters for the embedded Runga-Kutta method.

a fifth order RK formula, using six derivative evaluations, whose results could be

combined in a second manner to give a fourth order method. The comparison of

the results of the two formulae gives a measure of the fifth-order truncation error

which can be used to monitor the step-size.

The general form of a fifth-order Runge-Kutta formula for our equation is

k1 = −iδτf(ψ(τ), τ),

k2 = −iδτf(ψ(τ) + b21k1, τ + a2δτ),

. . .

k6 = −iδτf(ψ(τ) + b61k1 + . . .+ b65k5, τ + a6δτ),

ψ(τ + δτ) = ψ(τ) + c1k1 + c2k2 + . . .+ c6k6 +O[(δτ)6]. (D.29)

The embedded fourth-order formula is

ψ(τ + δτ)∗ = ψ(τ) + c∗1k1 + c∗2k2 + . . .+ c∗6k6 +O[(δτ)5]. (D.30)

and in our algorithm, we use the Cash-Karp set of parameters given in Table D.1.

The truncation error is given by

∆m = ψ(τ + δτ) − ψ(τ + δτ)∗. (D.31)

However, this notation hides the fact that ψ is actually a grid from which we need

to extract a single measure of the error.
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D.4.1 Interaction picture

We would like to make use of the interaction picture with the adaptive step size.

However, for this algorithm it seems we would require many applications of the

operator e+iD̂δτ , and this would be very inefficient. The previous algorithm was

able to reduce the number of e+iD̂δτ operations due to choosing the IP time origin

in a convenient place—however, this is not possible in general.

Our solution is to evolve the GPE in k-space rather than real space. The disper-

sion operation is then easy to calculate as it will require no Fourier transforms and

is simply an array multiplication. To calculate the nonlinear term we transform ψ

back into real space. This will require twelve transforms, as there are six derivative

calculations in the RK formula—the same number as would be required without

using the IP.

Evolving in k-space has another advantage. In Chapter 6 we project the wave

function onto the coherent region C at each derivative. This must be carried out

in k-space, so using a real space algorithm would require many Fourier transforms

even for the RK4IP method.

D.4.2 Step size

According to Eqs. (D.29) and (D.30), the fifth order truncation error should scale

with (δτ)5. However, we have a grid of measured errors, which leads to the question:

How should we choose a suitable measure? The problem is more difficult in Fourier

space, as the wave function components vary over orders of magnitude, and so the

relative error on the smaller components will be larger than the ones than the ones

that are most important.

There is no single best way to make this measure; here we detail a scheme we

have devised that seems to work well. We find the components of the wave function

whose amplitudes are no smaller than 10−3 times the largest. We then calculate

the relative error for each of these components on a time step δτ , and we use the

largest error as ∆m to use in the step determining procedure. At the beginning of

the calculation we set a tolerance on the maximum truncation error for each time

step, ∆tol. Typically this is between 10−6 and 10−10 depending on the situation.

We accept a time step of δτn if ∆m ≤ ∆tol. It is rejected if ∆m > ∆tol, and the

step must be calculated again. The size of the next time step δτn+1 is determined
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by

δτn+1 =



























0.92δτn

∣

∣

∣

∣

∆tol

∆m

∣

∣

∣

∣

1/5

if ∆m ≤ ∆tol,

0.92δτn

∣

∣

∣

∣

∆tol

∆m

∣

∣

∣

∣

1/4

if ∆m > ∆tol.

(D.32)

For further details of this choice see Ref. [111]. We find that this procedure leads

to at least 99% of all steps being accepted.

D.5 Comparison of algorithms

D.5.1 Soliton in 1D

To compare some of the characteristics of the algorithms discussed in this appendix,

we make use of a known soliton solution to the 1D GPE. If we begin with a wave

function

ψ(x, 0) = Nsech(x), (D.33)

where N is a positive integer, and propagate this wave function with the equation

i
∂ψ(x, τ)

∂τ
=
∂2ψ(x, τ)

∂x2
− 2|ψ(x, τ)|2ψ(x, τ), (D.34)

the wave function envelope will reform itself completely every δτ = nπ/2 where n

is an integer. In this time the phase will have advanced by nπ/2. If we propagate

Eq. (D.34) to one of these times, we can compare the final state with the initial

wave function and measure the accuracy of the algorithm.

We have evolved the N = 6 soliton to τ = π using all three algorithms described

in this appendix. For these simulations we used an x-grid of Npts = 4096 points,

with a range of 40. A sample plot of the evolution is presented in Fig. D.1.

The figures of merit we use for each simulation are the average error per point

Error =

∑Npts

i=1

∣

∣

∣

∣

|ψ(xi, π)|2 − |ψ(xi, 0)|2
∣

∣

∣

∣

Npts

∑Npts

i=1 |ψ(xi, 0)|2
, (D.35)
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Figure D.1: The evolution of the N = 6 soliton for a time period of τ = π.
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Algorithm Time / step (s)
SSM 0.0115

RK4IP 0.0315
ARK45 0.1320

Table D.2: A comparison of the time per step for each algorithm for the 1D soliton
simulation.

and the relative change in the normalisation of the wave function

Change in norm =

∣

∣

∣

∣

∣

∑Npts

i=1 |ψ(xi, π)|2 −∑Npts

i=1 |ψ(xi, 0)|2

Npts

∑Npts

i=1 |ψ(xi, 0)|2

∣

∣

∣

∣

∣

. (D.36)

The results of this analysis are presented in Fig. D.2

We can see from Fig. D.2 that for a given number of time steps, the ARK45

method requires the least number of steps for a given accuracy, followed by the

RK4IP and then the SSM. The slope of the curve of errors should give the order

of the method—both ARK45 and RK4IP have a slope of four, whereas the SSM

has a slope of about three. Both the ARK45 and RK4IP curves tail off at around

10−10—this is most likely due to the x-range of the grid, which would have to be

increased for any further increase in accuracy. On average, the RK4IP algorithm

requires about five times, and the SSM about 100 times more steps than the ARK45

method for the same accuracy.

However, this is not the complete picture, as we have not taken into account

the computational time taken per step. The SSM only requires two FFTs per step,

the RK4IP needs eight, and the ARK45 twelve. The average time per step for each

simulation is given in Table D.2. As we can see, although ARK45 requires five

times fewer time steps than RK4IP, each step is about four times as long!

In Fig. D.2(b) we show the change in relative normalisation for all the simu-

lations. We see by comparison with Fig. D.2(a) that for the RK4IP and ARK45

methods that this is a good measure of the average error of the simulation. This is

useful knowledge, as usually in carrying out numerical calculations we do not have

an analytic solution to compare our final state with.

However, the normalisation does not give an indication of the accuracy of the

SSM. This is because every operation applied to the wave function is unitary as

is seen in Eq. (D.14). The normalisation actually increases with the number of

steps—this is most likely due to the accumulation of numerical noise with each

step.
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Figure D.2: The figures of merit for the 1D N = 6 soliton simulations, plotted against
the number of steps for each algorithm. For both figures the crosses are for the SSM,
the open circles are for the RK4IP method, and the dots are for the ARK45 algorithm.
The ARK45 tolerances ranged from 10−3 to 10−12. (a) The average error as defined by
Eq. (D.35). (b) The relative change in normalisation as defined by Eq. (D.36).
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Figure D.3: The relative change in normalisation for a 2D condensate collision, as
depicted in Fig. D.4. The open circles are for the RK4IP method, and the dots are for
the ARK45 algorithm. The tolerances specified for the ARK45 method were from 10−6

to 10−10.

D.5.2 Condensate collision in 2D

The 1D soliton simulation carried out in the previous section is perhaps not a fair

test for these algorithms when it comes to simulating the GPE. It is a particular

tough simulation due to the sharpness of some of the structures that appear in the

wave function, as can be seen in Fig. D.1.

We therefore present a brief analysis for a 2D GPE simulation involving the

collision of two condensates in a harmonic trap, for the RK4IP and ARK45 methods

only. We begin with two ground state Cnl = 88 condensates, separated by a distance

of ten harmonic oscillator (h.o.) units in an isotropic harmonic trap. The grid is

512 × 512 points, and spans 40 h.o. units in total. We run this simulation for two

h.o.p̃eriods (τ = 4π). A plot of the change in relative normalisation after this time

is given in Fig. D.3, and snapshots of the first part of the evolution are shown in

Fig. D.4.

We can see a similar trend in Fig. D.3 as we saw in Fig. D.2, although the

difference in the number of time steps is only about a factor of 2–3 here. On

measuring the computational time per step, we find that the RK4IP algorithm is

about two and a half times faster than the ARK45. Thus it seems that we are
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Figure D.4: A collision of two Cnl = 88 condensates in a 2D isotropic harmonic trap.
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gaining very little by the use of the more sophisticated algorithm.

We would like to make two points. Although any individual run is only slightly

faster than the RK4IP method, the ARK45 algorithm allows the user to simply

specify a truncation tolerance per step. The RK4IP method, on the other hand,

requires an explicit choice of step-size to be made at the outset. Therefore it

may turn out that that fewer simulations need to be run using ARK45 to give an

acceptable result.

Finally, the ARK45 algorithm has only been developed recently, and has not

yet been optimised fully. It is possible that further work will improve its efficiency.



Appendix E

Incoherent region equations

In this Appendix we give the Heisenberg equations of motion for all the operator

combinations that appear in the basis set version of the FTGPE of Eq. (5.13). The

single operator term is

i~
dâp

dt
= ~ωpâp (E.1a)

+ 〈pψ|V |ψψ〉 (E.1b)

+
∑

q

〈pq|V |ψψ〉â†q (E.1c)

+ 2
∑

m

〈pψ|V |mψ〉âm (E.1d)

+
∑

mn

〈pψ|V |mn〉âmân (E.1e)

+ 2
∑

qm

〈pq|V |mψ〉â†qâm (E.1f)

+
∑

qmn

〈pq|V |mn〉â†qâmân, (E.1g)

which is Eq. (5.15) reproduced from the main text. The equation of motion for â†p

is simply the hermitian conjugate.

The other equations of motion can be found either by calculating the commu-

tator with the Hamiltonian, or using the chain rule.
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We have

i~
d(âmân)

dt
= ~(ωm + ωn)âmân (E.2a)

+ 〈mψ|V |ψψ〉ân + 〈nψ|V |ψψ〉âm (E.2b)

+ 〈mn|V |ψψ〉 (E.2c)

+
∑

k

[

〈kn|V |ψψ〉â†kâm + 〈km|V |ψψ〉â†kân

]

(E.2d)

+ 2
∑

k

[〈nψ|V |kψ〉âkâm + 〈mψ|V |kψ〉âkân] (E.2e)

+
∑

kj

[〈mψ|V |kj〉ânâkâj + 〈nψ|V |kj〉âmâkâj] (E.2f)

+ 2
∑

k

〈mn|V |kψ〉âk (E.2g)

+ 2
∑

kj

[

〈km|V |jψ〉â†kâj ân + 〈kn|V |jψ〉â†kâj âm

]

(E.2h)

+
∑

kj

〈mn|V |kj〉âkâj (E.2i)

+
∑

qkj

[

〈mq|V |kj〉â†qânâkâj + 〈nq|V |kj〉â†qâmâkâj

]

, (E.2j)

i~
d(â†mân)

dt
= ~(ωn − ωm)â†mân (E.3a)

+ 〈nψ|V |ψψ〉â†m − 〈ψψ|V |mψ〉ân (E.3b)

+
∑

k

[

〈kn|V |ψψ〉â†kâ†m − 〈ψψ|V |km〉âkân

]

(E.3c)

+ 2
∑

k

[

〈nψ|V |kψ〉â†mâk − 〈kψ|V |mψ〉â†kân

]

(E.3d)

+
∑

kj

[

〈nψ|V |kj〉â†mâkâj − 〈kj|V |mψ〉â†ka
†
j ân

]

(E.3e)

+ 2
∑

kj

[

〈kn|V |jψ〉â†mâ†kâj − 〈jψ|V |km〉â†jakân

]

(E.3f)

+
∑

qkj

[

〈qn|V |kj〉â†mâ†qâkâj − 〈kj|V |qm〉â†ja†kâqân

]

, (E.3g)
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and

i~
d(â†qâmân)

dt
= i~

[

â†q
d(âmân)

dt
+
d(â†q)

dt
â†mân

]

= ~(ωm + ωn − ωq)â
†
qâmân (E.4a)

+ 〈mψ|V |ψψ〉â†qân + 〈nψ|V |ψψ〉â†qâm (E.4b)

+ 〈mn|V |ψψ〉â†q − 〈ψψ|V |qψ〉âmân (E.4c)

+
∑

k

[

〈kn|V |ψψ〉â†qâ†kâm + 〈km|V |ψψ〉â†qâ†kân (E.4d)

−〈ψψ|V |kq〉âkâmân] (E.4e)

+ 2
∑

k

[

〈nψ|V |kψ〉â†qâkâm + 〈mψ|V |kψ〉â†qâkân (E.4f)

−〈kψ|V |qψ〉â†kâmân

]

(E.4g)

+
∑

kj

[

〈mψ|V |kj〉â†qânâkâj + 〈nψ|V |kj〉â†qâmâkâj (E.4h)

−〈kj|V |qψ〉â†ka
†
j âmân

]

(E.4i)

+ 2
∑

k

〈mn|V |kψ〉â†qâk (E.4j)

+ 2
∑

kj

[

〈km|V |jψ〉â†qâ†kâj ân + 〈kn|V |jψ〉â†qâ†kâj âm (E.4k)

−〈jψ|V |kq〉â†kâj âmân

]

(E.4l)

+
∑

kj

〈mn|V |kj〉â†qâkâj (E.4m)

+
∑

rkj

[

〈mr|V |kj〉â†qâ†rânâkâj + 〈nr|V |kj〉â†qâ†râmâkâj (E.4n)

−〈kj|V |rq〉â†kâ
†
j ârâmân

]

. (E.4o)





Appendix F

Effects of temperature upon

the collapse of a Bose-Einstein

condensate in a gas with

attractive interactions

In this appendix we present research carried out on the excitation spectrum of

Bose-Einstein condensates with a negative s-wave scattering length. It have been

published as Ref. [144] and is reproduced essentially verbatim. It is included in

this thesis to provide a complete record of work carried out in the course of the

D. Phil.

F.1 Abstract

We present a study of the effects of temperature upon the excitation frequencies

of a Bose-Einstein condensate formed within a dilute gas with a weak attractive

effective interaction between the atoms. We use the self-consistent Hartree-Fock

Bogoliubov treatment within the Popov approximation and compare our results to

previous zero temperature and Hartree-Fock calculations. The metastability of the

condensate is monitored by means of the l = 0 excitation frequency. As the number

of atoms in the condensate is increased, with T held constant, this frequency goes

to zero, signalling a phase transition to a dense collapsed state. The critical number

179
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for collapse is found to decrease as a function of temperature, the rate of decrease

being greater than that obtained in previous Hartree-Fock calculations.

F.2 Introduction

Mean field theories of the Bose-Einstein condensation of trapped alkali vapours have

been extremely successful both qualitatively and quantitatively in determining the

excitation frequencies of the condensates, especially at relatively low temperatures

(≤ 0.7 Tc) [145, 146]. These calculations have been based upon the Popov approx-

imation to the Hartree-Fock Bogoliubov (HFB) treatment, where the anomalous

average of the fluctuating field operator is neglected.1 In all cases the study has

been of alkali vapours with positive s-wave scattering lengths (i.e., repulsive effec-

tive interactions). The case of attractive interactions (7Li for example, as used in

experiments at Rice University [148]) has not been treated in this manner. Calcu-

lations have, rather, been based on the zero temperature Gross-Pitaevskii equation

(GPE) [149] or upon a Hartree-Fock variational calculation [150].

There are two main reasons why the HFB formalism was not used in the Hartree-

Fock study referred to above. Firstly, in the case of negative scattering length, the

HFB-Popov collective excitations of a homogeneous system are unstable at long

wavelengths. Houbiers and Stoof therefore found it more appealing to use the

Hartree-Fock method, which has stable excitations at long wavelengths [150]. In

the case of the trapped gas this does not present a problem, as one is saved from

the infra-red limit by the finite zero-point energy of the trap. From an alterna-

tive viewpoint, the finite size of the condensate eliminates very long wavelength

excitations. The HFB-Popov theory is hence quite applicable for trapped gases.

Secondly, there is the possibility that atoms with an attractive effective interac-

tion can undergo a BCS-like pairing transition.2 This possibility is in fact included

in the full theory that Houbiers and Stoof develop. However, in their numerical

calculations, they ignore the possibility of pairing and the results presented are

based on a Hartree-Fock treatment of Bose-Einstein condensation alone. If one is

going to assume that their is no BCS transition, then a better description would

appear to be that of the HFB-Popov formalism. This is the treatment adopted in

1The corrections due to the inclusion of the anomalous terms are treated in Ref. [147], and
only become important at temperatures greater than about 0.7 Tc in the cases studied previously.

2Strictly the transition is an Evans-Rashid phase transition. We will still refer to the pairing
transition, however, as a BCS or BCS-like transition as we feel this conveys the nature of the
phenomenon more clearly.
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this letter.

The purpose of the present investigation is to determine the stability of the

condensate against mechanical collapse, and the effects thereon of thermal excita-

tions. It has been shown in the homogeneous limit that the condensate is unstable

at the densities required for BEC [151] . In the trap, the additional kinetic energy

can stabilise the condensate and a metastable state is possible. This state decays

on a timescale which is long compared to the lifetime of the experiment, but only

exists for condensates below a certain size. At some critical condensate number

the condensate becomes unstable and collapses. This instability is characterised by

the monopolar collective excitation going soft [149] (viz., the excitation frequency

goes to zero). Various predictions for the critical number, Nc, have been made at

zero temperature using the GPE and at finite temperatures using the Hartree-Fock

treatment. Here we investigate the effects of temperature upon the collapse via the

HFB-Popov approach as described briefly below.

F.3 Method

We make the usual decomposition of the Bose field operator into condensate and

noncondensate parts; ψ̂(r) ≡ Φ(r) + ψ̃(r). The condensate wave function Φ(r) is

then defined within the Popov approximation by the generalised Gross-Pitaevskii

equation (GPE)

[

−∇2

2m
+ Vext(r) + gn0(r) + 2gñ(r)

]

Φ(r) = µΦ(r) . (F.1)

Here, n0(r) ≡ |Φ(r)|2 and ñ(r) ≡ 〈ψ̃†(r)ψ̃(r)〉 are the condensate and noncon-

densate densities respectively. The Popov approximation[152, 153, 154] consists of

omitting the anomalous correlation 〈ψ̃(r)ψ̃(r)〉, but keeping ñ(r). The condensate

wave function in Eq. (F.1) is normalised to N0, the total number of particles in the

condensate. Vext(r) is the external confining potential and g = 4π~
2a/m is the in-

teraction strength determined by the s-wave scattering length a. For 7Li the value

of a used is -27.3 Bohr radii. The condensate eigenvalue is given by the chemical

potential µ.3

The usual Bogoliubov transformation, ψ̃(r) =
∑

i[ui(r)α̂i−v∗i (r)α̂†
i ], to the new

3This is strictly true only when the number of noncondensate particles is a small fraction of
the total. Near and above Tc, the chemical potential is fixed as in Ref. [155].



182 Appendix F. Effects of temperature upon the collapse . . .

Bose operators α̂i and α̂†
i leads to the coupled HFB-Popov equations[152]

L̂ui(r) − gn0(r)vi(r) = Eiui(r)

L̂vi(r) − gn0(r)ui(r) = −Eivi(r) , (F.2)

with L̂ ≡ −∇2/2m + Vext(r) + 2gn(r) − µ ≡ ĥ0 + gn0(r). These equations define

the quasiparticle excitation energies Ei and the quasiparticle amplitudes ui and vi.

Once these quantities have been determined, the noncondensate density is obtained

from the expression[152]

ñ(r) =
∑

i

{

|vi(r)|2 +
[

|ui(r)|2 + |vi(r)|2
]

N0(Ei)
}

≡ ñ1(r) + ñ2(r) , (F.3)

where ñ1(r) is that part of the density which reduces to the quantum depletion of

the condensate as T → 0. The component ñ2(r) depends upon the Bose distribu-

tion, N0(E) = (eβE − 1)−1, and vanishes in the T → 0 limit.

Rather than solving the coupled equations in Eq. (F.2) directly, we introduce

the auxiliary functions ψ
(±)
i (r) ≡ ui(r) ± vi(r) which are solutions of a pair of

uncoupled equations (a more detailed discussion of the method is presented in

Ref. [146]). The two functions are related to each other by ĥ0ψ
(+)
i = Eiψ

(−)
i . We

note that the collective modes of the condensate can be shown to have an associated

density fluctuation given by δni(r) ∝ Φ(r)ψ
(−)
i (r).

To solve these equations we introduce the normalised eigenfunction basis defined

as the solutions of ĥ0φα(r) = εαφα(r) and diagonalise the resulting matrix problem.

The lowest energy solution gives the condensate wave function Φ(r) =
√
N0φ0(r)

with eigenvalue ε0 = 0.

The calculational procedure can be summarised for an arbitrary confining po-

tential as follows: Eq. (F.1) is first solved self-consistently for Φ(r), with ñ(r) set to

zero. Once Φ(r) is known, the eigenfunctions of ĥ0 required in the expansion of the

excited state amplitudes are generated numerically. The matrix problem is then set

up to obtain the eigenvalues Ei, and the corresponding eigenvectors c
(i)
α are used to

evaluate the noncondensate density. This result is inserted into Eq. (F.1) and the

process is iterated, keeping the condensate number N0 and temperature T fixed.

The level of convergence is monitored by means of the noncondensate number, Ñ

and the iterations are terminated once Ñ is within one part in 107 of its value on
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the previous iteration.4 In this way, we generate the self-consistent densities, n0

and ñ, as a function of N0 and T .

F.4 Results

We consider first the case of T = 0 for an isotropic harmonic trap with a frequency

equal to the geometric average of the frequencies corresponding to the Rice trap

[148], ν̄ = 144.6 Hz. This is the geometry considered previously by Houbiers

and Stoof [150] and with whom we find qualitative agreement. There are several

signatures of collapse of the condensate with increasing condensate number N0.

First, we can look at the behaviour of the convergence parameter (the total number

of particles in the noncondensate for a given condensate number and temperature)

used to monitor the convergence of the solution to the HFB-Popov equations. In

Fig. F.1 we show Ñ as a function of iteration number for the three valuesN0 = 1243,

1244, and 1245. The convergence is clear in the first two cases, whereas in the final

case the algorithm diverges catastrophically and no stable solution can be found.

We therefore identify the critical number, Nc, of atoms in the condensate as 1244,

beyond which the condensate is no longer metastable, but unstable to the formation

of a dense solid phase. This value of Nc is slightly greater than the value of 1241

obtain by Houbiers and Stoof using the Hartree-Fock approximation. A second,

more physical indicator of the collapse is the observed strong dependence of the

excitation frequencies on the number of condensate atoms. In particular, we find

that the l = 0 mode goes soft as N0 approaches the critical number found above.

We shall focus on this criterion for the instability in the following.

We next consider a trap with confining frequency 150 Hz. The excitation fre-

quencies are again calculated as a function of the number of particles in the con-

densate, both at T = 0 and at finite temperature. The lowest lying modes at

temperatures of 0, 200, and 400 nK are shown in Fig. F.2. The lowest mode is the

l = 1 Kohn mode, which corresponds to a rigid centre of mass motion. For a har-

monic trap the excitation frequency of this mode should be identically equal to the

trap frequency. However, the dynamics of the noncondensate are neglected in this

treatment and the calculated excitations are those of the condensate alone, moving

in the effective static potential Veff = Vext + 2gñ(r). Due to the presence of the

4For calculations at high temperatures the high lying states are simply harmonic oscillator
states, which are populated according to the Bose distribution. The convergence criterion is
based solely on the self-consistent states calculated from Eq. (F.3).
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Figure F.1: Noncondensate number as a function of the numerical iteration number for
a trap corresponding to the Rice experiment. For N0 = 1243 and N0 = 1244, where
N0 is the number of atoms in the condensate, a converged solution is obtained with a
self-consistent value for Ñ which varies by less than one part in 108 between iterations.
For N0 = 1245 no stable solution can be found. The critical number is identified as
Nc = 1244 which is the condensate number for which the l = 0 mode frequency goes to
zero.

noncondensate, the effective potential is not parabolic and hence the generalised

Kohn theorem does not apply. The Kohn theorem is approximately obeyed for low

temperatures and low particle numbers since the noncondensate is either small, or

relatively uniform over the extent of the condensate and hence does not introduce

a significant anharmonicity. It is only for higher temperatures near Nc where the

noncondensate density is both large and sharply peaked around the centre of the

trap that there is a marked deviation from the trap frequency.

As mentioned above, the softening of the l = 0 breathing mode is a signature of

the instability from a metastable condensate to a completely collapsed state. For

T = 0 the critical number, Nc, is found to be 1227, which is slightly lower than that

obtained in the previous case with a stronger confining potential. This is the change

in the critical number expected [149] on the basis of the dependence Nc ∝ 1/
√
ω0,

which shows that the critical number increases as the trap confinement is relaxed.

With increasing temperature, the frequency of the l = 0 mode is found to go

to zero at lower condensate numbers. This is because the attractive nature of the

interactions with the thermal cloud creates an effective potential for the condensate

which is stiffer than the applied external potential [150]. The peak density of



F.4. Results 185

0 200 400 600 800 1000 1200
0.5

1

1.5

2

2.5

3

3.5

N0

ω
 i /

 ω
 T

�
 = 2 

�
 = 0 

�
 = 1 

0 100 200 300 400 500
950

1050

1150

1250

T / nK



N
 C

Figure F.2: Low lying mode frequencies as a function of condensate number for T = 0
(solid), T = 200 nK (dashed), and T = 400 nK (dotted) for a trap with a confining
frequency of 150 Hz. Note the softening of the l = 0 mode for large N0 and the decrease
in the critical number at which the mode goes soft as the temperature is increased. The
variation of the critical number as a function of temperature is shown in the inset.
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the condensate hence increases with temperature (for fixed N0) and the critical

condensate number is reduced. The critical number for 200 nK, as obtained from

the failure to find a converged solution at larger N0, is Nc = 1093. That for T = 400

nK is Nc = 1016. The temperature dependence of the critical condensate number

as a function of temperature is shown in the inset of Fig. F.2.

It should be noted that the total number of trapped atoms, N , varies for each

point in the figure. Alternatively one could vary T (and hence N0) keeping N fixed,

which would give a critical temperature for collapse. Experimentally evaporative

cooling removes atoms. A certain total number, corresponding to the transition

temperature, is reached at which condensation occurs. Further cooling (removal

of atoms) then proceeds to a point where a second critical temperature (or total

number) is reached, at which point the second phase transition (i.e. collapse) is

observed. However for the experiments on 7Li the difference between the critical

temperatures for BEC and collapse is extremely small. Cooling thus results in

repeated collapse and growth, reducing N until a stable N0 is reached [156].

The collapse occurs because as one increases N0, the peak noncondensate den-

sity increases due to the interactions. This in turn creates a tighter and tighter

effective potential for the condensate, which eventually results in collapse. Fig. F.3

shows the noncondensate density at 100 nK for a range of N0. The dotted curve

is for N0 = 50, the dashed-dot-dot curve that for N0 = 1000. Note that for a large

change in N0 the peak noncondensate density has changed relatively little. The

next three curves are for N0 = 1100, 1130, and 1146, the final figure being the

critical number. The peak noncondensate density increases rapidly over this range.

This is a cooperative effect; the tighter effective potential reduces the frequency

of the lowest collective mode. This leads to a growth in the population of this

low lying mode, which has a density localised near the centre of the condensate,

increasing the peak noncondensate density.

The variation of the critical number with temperature is shown in the inset to

Fig. F.2. The rate of decrease of Nc with T is significantly greater in the HFB-

Popov treatment than in the Hartree-Fock treatment (see Fig. 8 of Ref. [150]). This

is due to the different excitation spectra calculated in the two formalisms. In our

treatment we calculate (and populate) the collective excitations, which include the

low lying l = 0 mode. Near collapse this mode has a much lower frequency than

the lowest single particle excitation of the Hartree-Fock spectrum. The population

of excited states is therefore underestimated in the Hartree-Fock treatment, and as

a result, the thermal population of the state is lower than it is with the HFB-Popov
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Figure F.3: Noncondensate density for a range of N0 at a temperature of 100 nK
in a spherical harmonic trap of frequency 150 Hz. The curves, in increasing order
of peak density, are for N0 = 50, 1000, 1100, 1130, and 1146. The final figure is the
critical number. The inset shows the peak noncondensate density as a function of
temperature at the critical number.

spectrum. The noncondensate population, and hence peak density, increases more

rapidly as a function of temperature in our calculation (c.f. inset to Fig. 3 and

Fig. 7 of Ref. [150]). This is what gives rise to the more rapid reduction in the

critical number as the temperature is increased.

F.5 Conclusions

We have presented the first self-consistent HFB-Popov calculations for a dilute

gas of atoms with attractive effective interactions. We have studied the collective

mode frequencies of such a gas and using these frequencies, investigated the phase

transition from metastable Bose-Einstein condensate to a collapsed dense phase.

The results from these calculations are in general agreement with previous Hartree-

Fock results, but we feel that the HFB-Popov approach is the more appropriate one

to use if only a BEC transition is assumed to take place. We find a significantly

greater dependence of the critical number upon temperature in the HFB-Popov

treatment.

If one includes the possibility of a BCS-like pairing transition then this is not
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the appropriate approach as the omitted pair correlations (the so called anomalous

average) are very important. Indeed the pair correlation term, 〈ψ̃(r)ψ̃(r)〉, becomes

the order parameter for the BCS-like transition. The possibility of such a transi-

tion, or the existence of mixed phases containing both BEC and BCS macroscopic

quantum states is currently under investigation.
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[71] V. M. Pérez-Garćıa, H. Michinel, J. I. Cirac, M. Lewenstein, and P. Zoller,

Phys. Rev. Lett. 77, 5320 (1996).

[72] S. Stringari, Phys. Rev. Lett. 77, 2360 (1996).

[73] W. Hoston and L. You, Phys. Rev. A 53, 4254 (1996).
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