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Abstract—Residual connectedness reliability plays an important role in the analysis of Radio Broadcast and Mobile Ad hoc networks. In this paper we focus on binary systems with identical component reliabilities. The reliability of such systems depends solely on an invariant called the spectra. Calculation of the spectra is considered to be computationally hard, since it is equivalent to the problem of counting the number of connected subgraphs of every size. As a consequence one has to rely on approximation techniques. However for a general network the efficiency of such methods depends on their ability to handle rare-event probability estimation. To cope with this challenge, we study a combination of two Monte Carlo methods. Namely, a well-known Permutation Monte Carlo and the recently pioneered Stochastic Enumeration algorithm. In particular, we show that the former is able to solve easier problems while providing provable theoretical performance guarantees to the delivered estimator, and the latter can successfully handle hard problems under the rare-event setting. Finally, our numerical results imply that these algorithms can provide fast and reliable estimators to the residual connectivity problem.

Index Terms—Residual connectedness reliability, System structure function, Permutation Monte Carlo, Stochastic Enumeration, Rare Events.

I. INTRODUCTION

Residual connectedness reliability (RCR) is an important problem from both theoretical and practical points of view. In particular, this problem is NP-hard [1] and it has important applications in Radio Broadcast and Mobile Ad hoc networks [2], [3].

The general RCR problem can be defined as follows. Suppose we are given an undirected graph \( G = (V, E) \), where \( V \) and \( E \) are the vertex and edge sets respectively. We assume that the edges are absolutely reliable but that the vertices are subject to failure with probability \( q_v = 1 - p_v \), for each \( v \in V \). We further assume that the vertices fail independently at random. If a vertex fails then all incident edges become non-operational. The network is defined to be in an operational state if the surviving vertices induce a connected graph. The residual node connectedness reliability \( r(G) \) is defined as the probability that the network \( G \) is in the operational state [1].

Network reliability research is mostly concerned with the so-called \( K \)-terminal network reliability (KTR). See for example [4], [5], [6], [7], [8], [9], [10], [11], [12]. However there is a relatively small number of works dedicated to the RCR problem. These works mostly consider specific graph topologies for which rigorous results can be obtained [13], [14], [15]. There has been very limited work done on the RCR problem for general graphs [16], [17].

In this paper we consider the special but important case of the RCR problem where all the failure probabilities are equal, namely \( q_v = q \) for all \( v \in V \). In this case the RCR is given by \( r(G, q) \). A similar setting in the context of KTR was considered in [11], where the authors used a well-known combinatorial system invariant called the spectra [4], [5], [6], [18], to deliver fast and reliable estimators of the KTR. We consider this combinatorial object in detail in Section II, but it is important to bear in mind that the spectra only depends on the graph topology and is hence a system invariant [19]. As soon as the spectra is available, one can immediately obtain the corresponding network reliability in linear time (in the number of vertices), for any vertex failure probability \( q \in (0, 1) \). An additional merit of having the spectra in hand is the possibility to perform network sensitivity analysis. See [11] and [20] for details.

Unfortunately, the exact spectra is generally not available analytically, since its calculation problem belongs to the \#P-complete complexity class [1], [21]. Hence, it is usually estimated via Permutation Monte Carlo (PMC) [4]. However, the PMC method was shown to be inefficient under the rare-event setting [10], [11]. To overcome this problem, we follow the ideas of [11] and adapt the recently pioneered tree counting method called Stochastic Enumeration (SE) [22], [23] for the estimation of the RCR spectra. Although the RCR spectra does not enjoy the monotonicity properties of the KTR [4], [18], we show that the spectra approach is useful for RCR estimation.

The rest of this paper is organized as follows. In Section II we define the system structure function (the spectra) and demonstrate its importance for estimating the RCR. In Section III we rigorously analyze the efficiency of the PMC estimator and discuss the rare-event phenomena. In Section IV we show...
that the spectra estimation problem can be reduced to the
tree counting problem and give a brief overview of the SE
algorithm for counting trees. Section V provides numerical
evidence for the accuracy of the proposed method. Finally, in
Section VI we summarize our findings and discuss possible
directions for future research.

II. THE SYSTEM STRUCTURE FUNCTION

To start with, consider an undirected graph \( G = G(V,E) \),
\(|V| = n\), and for \( k = 0, \ldots, n \) let \( A_k \) be the set of all
subgraphs of \( G \) induced by a vertex subset of size \( k \). Let
\[ \mathcal{B}_k = \left\{ G' = G'(V',E') \mid G' \in A_k, \forall v, u \in G' : u \sim (G') v \right\}, \]
be the subset of \( A_k \), such that each graph in \( \mathcal{B}_k \) forms a single
connected component. The RCR is given by
\[ r(G,q) = \sum_{k=0}^{n} |\mathcal{B}_k| p^k q^{n-k}, \quad (1) \]
where \( q = 1 - p \) is the vertex failure probability. Similar to
\[18\], we define the RCR spectra as follows.

Definition 2.1 (RCR spectra): Given an undirected graph
\( G = G(V,E) \), \(|V| = n\), the RCR spectra is defined by
\[ s(G) = \{ s_0, \ldots, s_n \}, \]
where \( s_k = |\mathcal{B}_k|/|A_k| \) for \( k = 0, \ldots, n \).

Note that since \( |A_k| = \binom{n}{k} \) for \( k = 0, \ldots, n \), (1) can be
written as:
\[ r(G,q) = \sum_{k=0}^{n} \binom{n}{k} s_k p^k q^{n-k}. \quad (2) \]

Moreover, since \( |A_k| \) and \( |\mathcal{B}_k| \) are clearly independent of the
vertex failure probability \( q \) for \( k = 0, \ldots, n \), \( s(G) \) is a system
invariant. That is, as soon as the spectra is available, one can
calculate the RCR via (2), in \( \mathcal{O}(n) \) time for any \( q \in (0,1) \).

In order to understand the potential benefit of using Defi-
nition 2.1 and the corresponding equation (2), we consider a
simple but illustrative example, that demonstrates the surpris-
ing power of the spectra.

Example 2.1 (Simple example): Consider the simple network
in Fig. 1. It is not very hard to see that \( |\mathcal{B}_0| = 1, |\mathcal{B}_1| = 3, \)
\( |\mathcal{B}_2| = 1 \) and \( |\mathcal{B}_3| = 0 \). Hence, from Definition 2.1, the spectra
of this simple network \( G \) is given by:
\[ s(G) = \{ s_0, s_1, s_2, s_3 \} = \{ 1, 1, 1/3, 0 \}. \quad (3) \]

Combining the obtained spectra with (2), we arrive at the
analytical expression of the network reliability:
\[
\begin{align*}
\hat{r}(G,q) &= \sum_{k=0}^{n} \binom{n}{k} s_k p^k q^{n-k} \\
&= \binom{3}{0} 1 q^3 + \binom{3}{1} p q^2 \\
&\quad + \binom{3}{2} \frac{1}{3} p^2 q + \binom{3}{3} 0 p^3 = q^3 + 3pq^2 + p^2 q.
\end{align*}
\]

Fig. 2 demonstrates the exact reliability of this simple network
as a function of \( q \). Note that when \( q \) approaches 1, all
the vertices are failed with high probability, so the RCR
approaches 1. On the other hand, when \( q \) approaches 0, all
the graph vertices are present with high probability and the
network becomes disconnected since \( v_1 \) is not connected to
\( v_2 \) and \( v_3 \).

Suppose now that we would like to estimate the RCR using
a Crude Monte Carlo (CMC) procedure. To do so, we toss a
biased coin for each vertex, such that \( \mathbb{P}(\text{vertex fail}) = q \), delete
the failed vertices from \( G \), and check the resulting subgraph
connectivity. This trivial experiment results in an unbiased
estimator of \( r(G,q) \), but unfortunately for small values of
\( r(G,q) \) the CMC is known to fail, due to the rare-event setting
\[24\]. As a rule of thumb one should not consider the CMC
algorithm for estimation of probabilities that are smaller than
10\(^{-7}\).

Now, let us turn our attention to the spectra components in
(3). Note that these components are not small. This, and the
above discussion, imply that one can design an efficient CMC
experiment to estimate the spectra (and use (2)), instead of
estimating \( r(G,q) \) directly. Indeed, to estimate the component
\( s_k \) for \( k = 0, 1, 2, 3 \), we can choose \( k \) vertices uniformly at
random from \( G \) and check if they are connected. Performing
this experiment with \( N = 10^5 \) sample size, we estimated
the empirical spectra to be \( \hat{s}(G) = \{ 1, 1, 0.3347, 0 \} \). The
corresponding reliability estimator \( \hat{r}(G,q) \) is derived via (2)
and we arrive at
\[
\hat{r}(G,q) = \sum_{k=0}^{n} \binom{n}{k} \hat{s}_k p^k q^{n-k} = q^3 + pq^2 + 3pq^2 + 1.0041p^2 q.
\]
We conclude the example by noting that in this case, the absolute error (AER) [24], of the empirical reliability \( \hat{r}(G, q) \) is at most 0.41% for any \( q \), since it holds that:

\[
AER = \left| \frac{\hat{r}(G, q) - r(G, q)}{r(G, q)} \right| = \frac{1 - 1.0041}{p^2q} \leq \frac{0.0041}{p^2q} = 0.0041.
\]

The CMC estimator presented in Example 2.1 can be generalized to the well-known PMC algorithm [4]. In the next section, we present a detailed analysis of the PMC method and consider its potential pitfalls.

### III. The PMC Algorithm

The basic idea of the PMC algorithm for RCR spectra estimation is a straightforward generalization of the KTR procedure [4]. The RCR PMC method is summarized in Algorithm 3.1.

**Algorithm 3.1 (PMC Algorithm):** Given \( G = G(V, E), V = \{v_1, \ldots, v_n\} \), and a sample size \( N \), execute the following steps:

1. **(Initialization):** Set \( t \leftarrow 0 \) and \( \tilde{s}_k \leftarrow 0 \), \( k = 0, \ldots, n \).
2. **(Permutation generation):** Set \( t \leftarrow t + 1 \) and generate a permutation \( \Pi = (\Pi_1, \ldots, \Pi_n) \) of \( \{1, \ldots, n\} \), uniformly at random. Set \( k \leftarrow 0 \).
3. **(Connectivity check):** Let the graph \( G' = G(V', E') \), \( V' = \{v_{\Pi_1}, \ldots, v_{\Pi_n}\}, E' = \{\{u, v\} \in E \mid u, v \in V'\} \) be the subgraph of \( G \) induced by \( V' \). If \( G' \) is connected, that is, for all \( u, v \in V' \),

\[
\begin{align*}
\forall u, v \in V' & : v \sim v, \\
\text{holds, set } \tilde{s}_k \leftarrow \tilde{s}_k + 1/N. \text{ Repeat this step for } k = 1, \ldots, n.
\end{align*}
\]

4. **(Terminal position?):** If \( t = N \), go to Step 5, else, go to Step 2.
5. **(Estimator):** Output \( \hat{S} = \{\tilde{s}_0, \tilde{s}_1, \ldots, \tilde{s}_n\} \).

**Example 3.1 (PMC for the simple graph):** Consider again the simple graph example from Fig. 1. Table I summarizes all possible permutations over the graph’s vertices. Ones and zeros stand for the corresponding subgraph connectivity and disconnectedness, respectively. For example, consider the \( S_2 \) entry for \( \pi = (2, 3, 1) \). Since \( v_2 \) and \( v_3 \) induce a connected subgraph, the entry is set to one. On the other hand, the \( S_2 \) entry of \( \pi = (3, 1, 2) \) is set to zero, because \( v_3 \) and \( v_1 \) induce a disconnected subgraph. Note that there are 6 possible permutations, and thus, it is not very hard to derive the spectra. In particular, we arrive at: \( \hat{S} = \{6/6, 6/6, 2/6, 0/6\} = \{1, 1, 1/3, 0\} \).

We next show that Algorithm 3.1 provides an unbiased estimator. Consider a random variable \( S_k(\Pi) \) for any \( k = 0, \ldots, n \) satisfying:

\[
S_k(\Pi) = \begin{cases} 
1 & \text{if } \{v_{\Pi_1}, \ldots, v_{\Pi_k}\} \text{ induces a connected subgraph}, \\
0 & \text{otherwise}.
\end{cases}
\]

Note that for each connected subgraph \( G' \in B_k \), there exist \( k!(n-k)! \) corresponding vertex permutations. Combining this with the fact that there are \( n! \) possible permutations over the \( \{1, \ldots, n\} \) set, we arrive at:

\[
\mathbb{E}(S_k) = \sum_{\pi} S_k(\pi) \mathbb{P}(\pi) = \frac{1}{n!} \sum_{\pi} S_k(\pi) = \frac{1}{n!} |B_k|k!(n-k)! = |B_k| \left( \frac{n}{k} \right)^{-1} = s_k.
\]

Although unbiasedness is certainly a desired property, we should also consider the efficiency of Algorithm 3.1. Theorem 3.1 shows that under some conditions, the PMC algorithm is a fully polynomial randomized approximation scheme (FPRAS) for the RCR problem. The FPRAS is considered to be a very efficient algorithm and it is essential the best result one can hope to achieve for this #P-complete problem. To prove that a randomized algorithm is an FPRAS, it is sufficient to show that its coefficient of variation (CV) is bounded by a polynomial in the algorithm input size.

**Theorem 3.1 (PMC efficiency):** Given a graph \( G = (V, E), |V| = n \), the spectra estimator \( \hat{S} = \{\tilde{s}_0, \ldots, \tilde{s}_n\} \) obtained via PMC Algorithm 3.1, and the RCR estimator \( \hat{r}(G, q) \) from (2), it holds that

\[
CV = \frac{\mathbb{E}(\hat{r}(G, q)^2)}{\mathbb{E}(\hat{r}(G, q))^2} \leq n \mathcal{P}(n)^2,
\]

provided that the minimal non-zero component of \( s(G) \) is at least equal to \( 1/\mathcal{P}(n) \), where \( \mathcal{P}(n) \) is a polynomial in \( n \).

**Proof:** The proof is by a straightforward bounding of the \( \hat{r}(G, q) \) moments. In particular, from (2), we know that

\[
\hat{r}(G, q) = \sum_{k=0}^{n} \binom{n}{k} \tilde{s}_k p^k q^{n-k}.
\]

Combining the above equation and the unbiasedness result (4), we arrive at:

\[
\mathbb{E}(\hat{r}(G, q)) = \mathbb{E} \left( \sum_{k=0}^{n} \binom{n}{k} \tilde{s}_k p^k q^{n-k} \right) = \sum_{k=0}^{n} \binom{n}{k} \mathbb{E}(S_k(\Pi)) p^k q^{n-k} = \sum_{k=0}^{n} \binom{n}{k} s_k p^k q^{n-k} = r(G, q).
\]

In order to upper bound the second moment of \( \hat{r}(G, q) \), let \( \bar{s} \) and \( \bar{\pi} \) be the minimal non zero and the maximal components
of \( s(G) \), respectively. With these definitions in hand, it holds that:

\[
E \left( \hat{r}(G, q)^2 \right) = E \left( \left( \sum_{k=0}^{n} \binom{n}{k} \hat{s}_k p^k q^{n-k} \right)^2 \right) (7)
\]

\[
\leq n \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)}
\]

\[
\leq (\ast) \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) \pi p^{2k} q^{2(n-k)}
\]

\[
= n \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)}
\]

where (\ast) holds since \( S_k \sim \text{Bernoulli}(s_k) \), so, \( E \left( S_k(\Xi)^2 \right) = s_k \), thus \( E \left( S_k(\Xi)^2 \right) \leq \pi \leq 1 \). Combining (6) and (7) yields

\[
\text{CV} = \frac{E \left( \hat{r}(G, q)^2 \right)}{E \left( \hat{r}(G, q) \right)^2} \leq \frac{n \pi}{\left( \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)} \right)^2}
\]

\[
= \frac{n \pi}{\left( \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)} \right)^2}
\]

\[
\leq \frac{n \pi}{\left( \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)} \right)^2}
\]

\[
\leq \frac{n \pi}{\left( \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)} \right)^2}
\]

\[
\leq \frac{n \pi}{\left( \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)} \right)^2}
\]

\[
\leq \frac{n \pi}{\left( \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)} \right)^2}
\]

\[
\leq \frac{n \pi}{\left( \sum_{k=0}^{n} \binom{n}{k}^2 \bar{E} \left( S_k(\Xi)^2 \right) p^{2k} q^{2(n-k)} \right)^2}
\]

thus, completing the proof. \( \square \)

Theorem 3.1 opens a way to identify easy problems, in the sense of their reliability estimation. Below we give one such example called the dodecahedron network. This example is widely used as a benchmark in reliability studies.

**Example 3.2 (The dodecahedron network):** Consider the dodecahedron network in Fig. 3.

To estimate the spectra, we applied the PMC Algorithm 3.1 with \( N = 10^3 \) sample size. This modest sample size was sufficient to estimate the spectra within 4% relative error (RE) [24]. Moreover, since we are dealing with a relatively small network, we were able to find the exact analytical spectra by exhaustive calculation. The minimal non-zero component is \( s_0 = 690/38760 \approx 0.0178 \), so our simulation results are inline with Theorem 3.1. Fig. 4 shows the relative and absolute errors obtained in our simulation.

Unsurprisingly, we also get a good estimator for the RCR via (5). The analytical and the estimated reliability values are summarized in Fig. 5.
The next section is solely dedicated to the second task.

IV. THE STOCHASTIC ENUMERATION METHOD

For the rest of this section, we consider the estimation of $s_k \in \mathbb{S}$ for some fixed $k = 0, \ldots, n$. By Definition 2.1, it is sufficient to estimate the cardinality of $B_k$, since $s_k = |B_k| |A_k|^{-1}$. To start with, we define a tree counting problem.

Definition 4.1 (The tree counting problem [23]): Consider a rooted tree $T = (V, E)$ with node set $V$ and edge set $E$ (so that $|E| = |V| - 1$). We denote the root of the tree by $v_0$, and for any $v \in V$ the subtree rooted at $v$ is denoted by $T_v$. With each node $v$ is associated a cost $c(v) \in \mathbb{R}$. The tree counting problem is to calculate the total cost of the tree,

$$\text{Cost}(T) = \sum_{v \in V} c(v),$$

or more generally, the total cost of a subtree $T_v$ denoted by $\text{Cost}(T_v)$.

We next show that the task of calculating $|B_k|$ reduces to the tree counting problem from Definition 4.1. To see this, consider the following process of a tree construction. Given a graph $G = (V, E)$, $|V| = n$, let $(v_1, \ldots, v_n)$ be an arbitrary vertex ordering. Using this ordering, define a binary tree $T$ of height $n + 1$. For each tree node $v$, except for the leaves, we define the right and the left successors to indicate that $v$ was used or not used to form a subgraph (of cardinality $k$), respectively.

Note that each path from the tree root corresponds to a specific induced subgraph of $G$ (of cardinality $k$). We next partition the vertices of $T$ into regular and special nodes. The node is called special if it is the first node on a path from the root, such that this path forms a connected subgraph with exactly $k$ vertices. All other nodes are called regular.

We complete the reduction by assigning appropriate costs to the regular and special nodes. Namely, each regular and special node $v$ is assigned with $c(v) = 0$ and $c(v) = 1$, respectively. Finally, regardless of the initial vertex ordering, this construction yields

$$\text{Cost}(T) = \sum_{v \in \mathcal{V}} c(v) = \sum_{v \in \mathcal{V}, \text{ and } v \text{ special}} 1 = |B_k|,$$

since for each path from the root to a leaf there is at most one special node. To get a better understanding of the above tree construction process, consider the reduction in Example 4.1.

Example 4.1 (Reduction to tree counting problem): We consider the network with 4 vertices in Fig. 7. For the remainder of this example we will be interested in the second spectra component, namely $s_2$. Recall the tree reduction discussed in the beginning of this section and suppose, without loss of generality, that the vertex ordering is given by $(v_1, v_2, v_3, v_4)$. The corresponding tree is shown in Fig. 8. For convenience, for each tree node $v \in \mathcal{V}$, we label the left child ($v$ is not used to form the subgraph) with “F”, and the right child ($v$ is used to form the subgraph) with “T”. The special nodes are colored gray and numbered from 1 to 5. Indeed, note that each special node corresponds to a unique connected subgraph with exactly two vertices. For example, the leftmost special node corresponds to the subgraph induced by $\{v_1, v_2, v_3, v_4\}$. This can be verified by following the path from the root to this node.

To achieve a substantial variance reduction using the SE algorithm [22, Chapter 4], it is desirable to work with a partial tree in which we truncate all the subtrees that do not contain a special node. The truncated tree of the full binary in Fig. 8 is presented in Fig. 9.

Remark 4.1 (Tree truncation complexity): In order to truncate the reduction tree at some node $v \in \mathcal{V}$, we need to consider two cases.
is linear in the network size. That is, for each node \( v \in V \), the time required for truncation is linear in the network size.

1) If \( v \) is special, we just cut the entire tree rooted at \( v \).
2) If \( v \) is not a special node, we run a graph traversal algorithm such as Breadth First Search (BFS) [26] from \( v \), in order to identify a special node within the \( v \)-rooted subtree.

That is, for each node \( v \in V \), the time required for truncation is linear in the network size.

Let \( v \) be a hyper node and let \( B \in \mathbb{N} \), \( B \geq 1 \). Define

\[
H(v) = \begin{cases} 
\{S(v)\} & \text{if } |S(v)| \leq B \\
\{w \mid w \subseteq S(v), |w| = B\} & \text{if } |S(v)| > B,
\end{cases}
\]

\( \text{to be the set of all possible hyper nodes having cardinality } \min\{B, |S(v)|\} \) that can be formed from the set of \( v \)'s successors. Note that if \( |S(v)| \leq B \), we get a single hyper node with cardinality \( |S(v)| \).

For each hyper node \( v \) let \( T_v = \bigcup_{v \in v} T_v \) be the forest of trees rooted at \( v \). See Fig. 10 for an example of hyper node \( v = \{v_1, v_2, v_3, v_4\} \) and its corresponding forest \( T_v = \{T_{v_1}, T_{v_2}, T_{v_3}, T_{v_4}\} \).

For each forest rooted at hyper node \( v \), define its total cost as \( \text{Cost}(T_v) = \sum_{v \in v} \text{Cost}(T_v) \).
where \( \tau \leq h \) is the random variable that represents the length of the random walk. The term
\[
\left( \prod_{0 \leq j \leq k-1} \frac{|S(X_j)|}{|X_j|} \right) c(X_k) |X_k| = D c(X_k) |X_k|,
\]
which is calculated at Step 4 of Algorithm 4.1 is the estimator for the total cost of the vertices at tree level \( k \). Moreover, this estimator is unbiased; that is, for a tree \( T \) rooted at \( v_0 \), and for \( v_0 = \{v_0\} \), \( \mathbb{E} (C_{SE}(T_{v_0})) = \text{Cost} (T) \). For the proof of unbiasedness, efficiency considerations, and examples, we refer to [11] and [23].

V. NUMERICAL EXPERIMENTS

In our numerical experiments we considered three different estimators of the spectra. The sample sizes and budgets used were the same for the first three examples, but different for the multi-dimensional cube example. For the first three examples we used PMC with \( N = 10^7 \). The stochastic enumeration method was used with \( B = 10^5 \) and a fixed vertex ordering. We refer to this estimator subsequently as SE, to distinguish it from the third estimator which we refer to as SE+PERM. For SE+PERM we took our estimator to be an average of ten different applications of SE with \( B = 10^4 \). In the first of the ten applications the vertex ordering was fixed, and in the remaining nine the vertex ordering was randomly chosen. Note that different vertex orderings lead to different trees (although the cost of the tree is unchanged). In the last example the budgets used for the stochastic enumeration methods were smaller. For SE we used \( B = 2000 \), and for SE+PERM we used 10 repetitions with \( B = 1000 \).

Each of these methods was run 500 times for each example. We compare the different estimators using the work normalized variance. For any estimator \( \hat{\ell} \) this is \( T \times \text{Var} (\hat{\ell}) \), where \( T \) is the average time taken to compute the estimate.

**Example 5.1 (Dodecahedron):** We consider again the dodecahedron graph (Fig. 3). Under the SE method the budget was large enough that every spectra component was computed exactly. For the SE+PERM method the smaller budget for each of the ten applications meant that the spectra was not always computed exactly (Fig. 11). However on a work-normalized basis the SE+PERM method still outperforms the PMC method at estimating the spectra components by a factor of almost 100. When these spectra estimates are used to compute the RCR, the SE+PERM algorithm generally outperforms PMC, especially for \( p < 0.25 \). However for \( p \) close to 0.5 the PMC algorithm performs better with the specified sample sizes.

**Example 5.2 (12 \times 12 grid):** Take \( G \) to be the 12 \times 12 two-dimensional grid graph. In general a graph of this size is far too large for the spectra to be computed exactly. For regular grid graphs the transfer matrix method [28] allows the exact computation of the spectra much more quickly. Even so, the 12 \times 12 grid graph is towards the limit of this technique. The average estimates of the spectra components are shown in Fig. 13, along with the exact values. Note that PMC gives spectra component estimates of 0 for a range of subgraph sizes. Also, the average estimate for some components is bigger than 1 for SE and SE+PERM. This illustrates a possible weakness of the SE algorithm; it may return estimates bigger than 1, and may do so often. As all the estimators tested are unbiased, significant deviation from the exact value suggests that some of these estimates have a large variance.

Work normalized variances of the estimates of the RCR for the dodecahedron graph.
However it is likely that the variance of the PMC method is poorly estimated for some values of $p$, as demonstrated by its mean estimated value being significantly different from the true value, when averaged over 500 replications (Fig. 16). This confirms that PMC does not handle the rare-event probability problem well. Due to the difficulty of interpreting Fig. 15, it is simplest to evaluate the methods based on how well the sample mean approximates the true RCR value (Fig. 16). Based on this, the SE method appears to be the best performer for $p < 0.35$. For $p$ larger the PMC method appears to perform best.

**Example 5.3 (7 × 7 hexagonal grid):** For the hexagonal grid, the PMC method gives an estimate of zero for a range of spectra components (Fig. 17). In general the SE+PERM method performs best, except for components corresponding to large subgraph sizes, in which case PMC performs best (Fig. 18). For the RCR, there is a significant difference between the average estimated values for the SE methods and the PMC method (Fig. 20). It appears that apart for $p$ close to 0.3, for $p < 0.5$ both of the SE methods significantly outperform the PMC method (Fig. 19). The PMC method appears to outperform both SE methods around $p = 0.3$, but this corresponds to parameters where the difference between the methods is largest (Fig. 20). Therefore the variance of the PMC method is believed to be poorly estimated for this parameter value.

**Example 5.4 (5 dimensional cube):** Let $G$ be a regular grid graph of side length 3 and dimension 5. The spectra component estimates are significantly different for the PMC method and the SE+PERM method.
and the SE methods (Fig. 21). For components corresponding to subgraph sizes 10 to 100, the average PMC estimate is either 0 or significantly larger than the SE estimates. In this case we believe the SE estimates are more accurate. For components corresponding to subgraph sizes 100 to 150, both methods agree and the estimates are believed to be accurate, although the PMC method has a significantly lower work normalized variance. However for components 150 and larger the SE methods give clearly inaccurate estimates. The work normalized variance of the spectra component estimates is not shown as some values are poorly estimated, making the plot difficult to interpret. It is not easy to say which of SE and SE+PERM performs better at estimating the spectral components.

The work normalized variances of the estimates of the RCR are shown in Fig. 22. For $p$ between approximately 0.1 and 0.2 the SE and SE+PERM methods outperform the PMC method by a factor of up to $10^5$, and this is likely an underestimate. For $p > 0.25$ the PMC method is believed to outperform the SE and SE+PERM methods.

VI. CONCLUSIONS AND FUTURE RESEARCH

In this paper we propose to use the widely employed spectra approach for the problem of RCR estimation. We showed that the PMC algorithm is suitable for solving easy RCR problems while providing rigorous performance guarantees. In order to handle harder RCR problems, we introduced a new sampling scheme that adapts the SE algorithm to the task of estimating the RCR spectra. Our numerical results indicate
that the SE algorithm is able to successfully handle the hard task of estimating small spectra components while using a relatively modest sample size. For future theoretical work, it will be interesting to find specific classes of graphs for which the SE algorithm has a proven performance guarantee. From a practical point of view, this research opens up an important opportunity to handle network sensitivity using the obtained spectra.
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