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Probability and Statistics  

for Final Year Engineering Students 
By Yoni Nazarathy, Last Updated: May 24, 2011. 

Exercises and Tutorial 2: 

Independence and Sampling Distributions 

Independence: 

Two random variables X, and Y are independent if ��� ∈ � ∩ � ∈ 	
 = ��� ∈ �
��� ∈ 	
. 
1. For each of the following cases, indicate if the assumption of independence sensible: 

a. X is the result of a die throw and Y is the result of a coin flip. 

b. X is the result of a die throw and Y takes 0 if the result is even and 1 if the result is odd. 

c. X is the amount of rainfall in day i and Y is the amount of rainfall in day i+1. 

d. X is the amount of rainfall in day i and Y is the amount of rainfall in day i+100. 

2. Calculate the probability of getting the sequence (H,H,T,H,T) in 5 independent coin flips (with 

probability of H being ½): 

a. Using the independence property. 

b. By counting. 

3. Modify the previous problem by assuming that in the n’th coin flip, the probability of H is 1/n. 

What is now the probability of the sequence (H,H,T,H,T)? Can the problem still be solved by 

means of counting? 

4. You generate two independent uniformly distributed random variables in the range [0,1], � 

and �. You let �� be 1 if � < 2/3 and 0 otherwise.  Similarly �� is 1 if � < 2/3 and 0 

otherwise. 

a. What is the CDF of ��? 

b. What is the expected value of ��? 

c. What is the probability that � = �� ∗ ��=1 ? 

d. What is the CDF of  Y? 

e. Is it true that ��� < ��, �� = 1
 =  � �� < ��� �� �� = 1
 ? 

5. You generate a sequence of n independent uniformly distributed random variables: �, �, … , �. The random variable �  is distributed on the range [0,i].  (I.e. � takes values 

between 0 and 1,  � takes values between 0 and 2, etc…).  What is the probability that all of the 

random variables are less than 1? 

6. Similarly to the previous exercise. You generate a sequence of n independent random variables  

where each variable has a continuous distribution taking values in the range [0, ∞
 and the i’th 

random variable has density "��#
 = $ %&� '.  What is the probability that all of the random 

variables are greater than 1? 

7. Consider a coin flip let �� be 1 if heads and 0 otherwise.  Let �� be 1 if tails and 0 otherwise. Are 

these independent random variables? 
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Sampling with replacement (independent trials): 

n – the number of samples. 

p – the probability of “success”. 

X – the number of successes (can take values 0,…,n). �~	$)*+$,-�), .
  ,      ��� = /
 = �)/� .0�1 − .
�&0, 2[�3 = )., 4,5��
 = ) .�1 − .
 

 

8. You decide to completely guess on a multiple-choice test that has 17 questions each question 

with 4 answers. What is the probability of getting a grade greater or equal to 50%. 

9. A short communication message contains 32 bits. Bit values are assumed to be independent. 

The proportion of 1’s is 1/3 and the proportion of 0’s is 2/3. 

a. Write an expression for the probability of having all 1’s. 

b. Write an expression for the probability of having all 0’s. 

c. Write an expression for the probability of having a single 1 and the rest 0’s. 

d. What is the expected value of the sum of the bits? 

e. Write an expression for the probability of having 3 0’s and the rest 1’s. 

10. A coin having a probability of heads being 0.4 is tossed 5 times. What is the probability of 

obtaining an even number of heads. 

11. A container has room for exactly 5 boxes which can either weigh 2 tons each or 3 tons each. 

Containers are being packed by allocating boxes at random, where the proportion of 2 ton 

boxes is 30% and 3 ton boxes are 70%.  What is the mean container weight? Draw the 

probability mass function of the container weight. What proportions of containers weigh more 

than 11 tons? 

12. Car tune-up times in a garage are assumed to be independent and to have a distribution with 

density "�#
 = 2 %&�'.  What is the probability that out of 10 tune ups, more than 7 tune ups 

took a duration longer than 1 time unit? 

13. Let �� and �� be two independent binomial random variables with parameters �)�, .�
 and �)�, .�
 respectively. 

a. What is 2[�� +  ��] ? 

b. What is Var(�� +  ��
 ? 

c. In case where .� = .� = .. Write the PDF of �� +  ��. 

14. The proportion of “marked items” in a population is p. You use a random sample of size n=3 to 

estimate the proportion, obtaining .̂.  What is the CDF of .̂? 
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Sampling without replacement: 

N – the number of items of type 1 in the population. 

M – the number of items of type 2 in the population. 

n – the number of samples taken. 

X – the number of “successes”, items of type 1. 

�~78.%59%*+%:5$;�), <, =
  ,      ��� = /
 = �>0 �� ?�&0�
�>@?� � , 2[�3 = ) >>@?. 

The range of values that X can take are, 

max�0, ) − =
 ≤ / ≤ min�), <
 . 
 

15. A fish pond has 12 white fish and 18 gold fish.  Five fish are taken out at random without 

replacement. What is the probability that 3 of them are white? 

16. Repeat the previous exercise assuming that after taking a fish, it is returned to the pond. 

17. Repeat the previous two exercises assuming 120 white fish and 180 gold fish and checking the 

probability that 30 of them are white. How do the answers differ? 

18. Give numeric examples of hypergeometric distributions that takes values in the following 

ranges: 

a. 0,…,n 

b. n-M,….,N 

c. 0,…,N 

d. n-M,…,n 

19. A new neighborhood has 7 square lots and 4 trapezoidal lots.  Lots are given out to people by a 

lottery system in a completely random manner.  5 families apply for lots. What is the probability 

that a single trapezoidal lot is not taken (the other trapezoidal lots have been allocated to 

families)? 
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The Gaussian Distribution: G - the mean. H – the standard deviation. 

X – a random quantity. 

�~<*5+,-�G, H�
  ,   I�#
 = ��� ≤ #
 = J �K " �L&MK � NO'&P , where "�#
 = �√�R %&STT . 

The function I�#
 can not be evaluated explicitly and requires numeric integration. The values of  I�#
 

appear in a normal distribution table. Some calculators give I�#
 (in TI calculators this is the normCDF 

function under the dist menu). Here is a normal distribution table: 

. 

Observe that F(0)=1/2.  Why?   And that I�3
 ≅ 1 over 99% of the area under the normal curve lies 

between -3 and 3. 

20. Let V~<*5+,-�0,1
, find 

a. ��V ≤ 1
 

b. ��V ≤ 1.55
 

c. ��V ≤ 1.557
 

d. ��V ≤ −1
 

e. ��−1 ≤ V ≤ 1
 

f. ��V ≥ 2.3
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21. Let �~<*5+,-�−20, 2.3�
, find 

a. ��� ≤ −12
 

b. ��� ≤ 0
 

c. ��V ≤ −1
 

d. ��−22.3 ≤ � ≤ −17.7
 

e. ��� ≥ −21.2
 

22. Given the probability Z,  find the percentile x, such that ��� ≤ #
 = Z. 

a. X is a standard normal random variable and  Z = 0.9984. 
b. X is a standard normal random variable and Z = 0.5. 
c.  �~<*5+,-�10, . 35�
 and Z = 0.2. 

23. ^%: �~<*5+,-�G, H�
.  Find: 

a. ��G − H ≤ � ≤ G + H
 

b. ��G − 2H ≤ � ≤ G + 2H
 

c. ��G − 3H ≤ � ≤ G + 3H
 

24. Let ��, ��, … , �� be a sequence of independent random variables with the same mean G for all 

random variables and `4,5���
 = H�. 
a. Assume H� = H (constant) for all i. What is the probability that all random variables are 

greater than G +  H? 

b. Assume H� = H (constant) for all i and let n=20.  Calculate the probability that 12 of the 

random variables are greater than G +  H (and 8 of them are less than G +  H
. 
c. Let H� = �√� and let n=3.  What is he probability that all 3 random variables are greater 

than G + 1? 
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The Central Limit Theorem: 

Let ��, ��, … be a sequence of independent random variables having the same distribution with mean G 

and variance H�. Then: 

I. �� = ∑ ����b�  is asymptotically normally distributed with mean )G and variance nH�.  
II. Alternatively, the sample mean �c� = ∑ defegh�  is asymptotically normally distributed with mean G 

and variance � K√���
. 

III. Alternatively, there is the case where ��, ��, … is a Bernoulli (binary) sequence with success 

probability p, denoted ��, ��, … . Then 2[��3 = . and 4,5���
 = .�1 − .
 and 	� = ∑ ����b� is a 

Binomial(n,p) random variable. Then following (I), 	� is asymptotically normally distributed with 

mean ). and variance ).�1 − .
. 
IV. Alternatively, the sample proportion: .̂� = ∑ iefegh�  is asymptotically normally distributed with 

mean p and variance j`k��&k
√� l�
. 

 

25. Observe the central limit by doing a simple Excel (or similar) simulation: 

a. First generate random variables uniformly distributed over the range [0,1]. E.g. In Excel 

create 5 columns, each containing 10,000 such random variables. 

b. Add the random variables to obtain 10,000 copies of �cm. 

c. Calculate the sample mean and sample standard deviation of the result, plot the 

histogram. 

d. Compare Q3 of the resulting values (this the 7,500’th observation when sorting the 

10,000 samples of �cm) to the 0.75’th percentile calculated from the appropriate normal 

distribution. 

 

26. A passenger jet is designed to carry up to 200 passengers each having luggage of no more than 

35Kg.  Studies have shown that the actual distribution of luggage that a passenger carries can be 

approximated by a distribution (which is not normal) but has mean 34 Kg and a standard 

deviation of 7 Kg. Approximate the probability that the jet carries more than 7200 Kg of luggage.  

 

27. Suppose that the proportion of defective items in a large manufactured lot is 0.2. What is the 

smallest random sample of items that needs to be taken from the lot in order for the probability 

to be at least 0.97 that the proportion of defective items in the sample will be less than 0.25? 
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Selected Solutions 

1) a: Yes, b: No, c: Typically No, d: Typically Yes. 

2) a: 
�� �� �1 − ��
 �� �1 − ��
 = �n�   b: 

�Lopqr sLtusoqv w�qxy��z {{|{|tst}x �Lopqr s~ sLtusoqv = ��� 

3) 
�� �� �1 − �n
 �� �1 − �m
 = ��m . No, counting does not work because there are different probabilities 

for different outcomes (this is not a symmetric probability space). 

4) a)  I�#
 = �0 # < 0�n 0 ≤ # < 11 1 ≤ # � b) 2/3   c) ��� =  1
 = ���*:ℎ ,5% 1
 = �n  �n = ��   

d)  Y is gets 1 w.p. 4/9 and 0 w.p 5/9, so: I�#
 = �0 # < 0m� 0 ≤ # < 11 1 ≤ # �.  E) No. 

5) hf!. 
6) .��� > 1
 = J $ %&� 'N# =P� %&� . 

 P(�� > 1, … , �� > 1
 = %&�%&� … %&� = %&��@⋯@�
 = %&f�f�h
T  

7) No: ���� = 1, �� = 1)≠  ���� = 1
���� = 1). 

8) �~	$)�17, ��
.  ��.,��
 = � �� ≥ ��� � = ��� ≥ 9
 = ∑ �17/ � ��0 n���&0��0b� . 

9) ,
 ��n�n�  b) ��n�n�
 c) 32 �n ��n�n�

 d)
n�n   e)

n�∗n�∗n�� ��n�n ��n���
 

10) �~	$)�5,0.4
 

 ��� = %�%)
 = ��� = 0
 + ��� = 2
 + ��� = 4
 = 0.6m + 10 ∗  0.4� ∗ 0.6n + 5 ∗  0.4� ∗ 0.6 =0.50016 

11) Let X be the number 3 ton boxes.  Weight W=3*X+2*(5-X)=10+X. 

E[W]=E[10+X]=10+E[X]=10+5*0.7=13.5. 

The PDF of W looks similar to that of Bin(5,0.7) but shifted 10 units to the right. 

P(W>11)=1-P(W<=11)=1-P(W=11)-P(W=10)=1-P(X=1)-P(X=0) = … 

12) X=Number of tune ups longer than 1 time unit.  X~Bin(10,p) with p=J "�#
N# = %&� =P�0.1353. 
Now calculate P(X>7)=P(X=8)+P(X=9)+P(X=10). 

       15)  X=Number of white fish X~HG(5,12,18).  P(X=3)=0.236201Type equation here. 
       16) Now use a binomial distribution, X~Bin(5,12/30).  P(X=3)=0.2304 

       17) Now the answers will be very close to each other. 

       20) a) 0.8413    d) P(Z<=-1)=1-P(Z<=1)=0.1587   Type equation here. 
             e) P(-1<=Z<=1) = F(1)-F(-1)=F(1)-(1-F(1))=2F(1)-1=0.6826 

       21)    

d)  ��−22.3 ≤ � ≤ −17.7
 = � �&��.n&�&��
�.n ≤ d&�&��
�.n ≤ &��.�&�&��
�.n � = ��−1 ≤ V ≤ 1
 = 0.6826. 
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22) a) Look at the normal table and find the point 0.9984 inside the table. ��.���� = 2.95.        
       b) 0. 

       c) 0.35 ��.� + 10 = 0.35�−��.�
 + 10 = −0.35 ∗ 0.845 + 10 = 9.70425.   

23) a) 0.6823  b) 0.9545  c) 0.9973 

26) 2[��3 = 34, 4,5���
 = 7�.  � = ∑ ������b� . 2[�3 = 6800, 4,5��
 = 98.99�.    
   According to the CLT (and assuming that passenger weights are independent), Y is approximately 

normally distributed.  So, ��� > 7200
 = ��V > 4.04
 ≈ 0. 

27) We know that p=0.2 and that ) .̂~	$)�), 0.2
~<*5+,- �)0.2, �0.4√)���. 
��.̂ < 0.25
 = ��).̂ < )0.25
 = � jV < )0.25 − )0.20.4√) l < 0.97 

So solve:   
��.�m&��.��.�√� = ��.�� = 1.89   and get n=228 so we need n=230. 


