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Abstract. The fundamental limits on channel capacity form a barrier
to the sustained growth on the use of wireless networks. To cope with
this, multi-path communication solutions provide a promising means to
improve reliability and boost Quality of Service (QoS) in areas that are
covered by a multitude of wireless access networks. Today, little is known
about how to effectively exploit this potential.

Motivated by this, we consider N parallel communication networks,
each of which is modeled as a processor sharing (PS) queue that handles
two types of traffic: foreground and background. We consider a fore-
ground traffic stream of files, each of which is split into N fragments
according to a fixed splitting rule (α1, . . . , αN ), where

∑
αi = 1 and

αi ≥ 0 is the fraction of the file that is directed to network i. Upon com-
pletion of transmission of all fragments of a file, it is re-assembled at the
receiving end. The background streams use dedicated networks without
being split.

We study the sojourn time tail behavior of the foreground traffic. For
the case of light foreground traffic and regularly varying foreground file-
size distributions, we obtain a reduced-load approximation (RLA) for
the sojourn times, similar to that of a single PS-queue. An important
implication of the RLA is that the tail-optimal splitting rule is simply to
choose αi proportional to ci − ρi, where ci is the capacity of network i
and ρi is the load offered to network i by the corresponding background
stream. This result provides a theoretical foundation for the effective-
ness of such a simple splitting rule. Extensive simulations demonstrate
that this simple rule indeed performs well, not only with respect to the
tail asymptotics, but also with respect to the mean sojourn times. The
simulations further support our conjecture that the same splitting rule
is also tail-optimal for non-light foreground traffic. Finally, we observe
near-insensitivity of the mean sojourn times with respect to the file-size
distribution.

Keywords: Concurrent Access, Processor Sharing Queues, Tail
Asymptotics, File Splitting.
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1 Introduction

Many of today’s wireless networks have already closely approached the Shannon
limit on channel capacity, leaving complex signal processing techniques room for
only modest improvements in the data transmission rate [7]. An alternative to
increase the overall data rate then becomes one in which multiple, likely differ-
ent, networks are used concurrently because (1) the spectrum is regulated among
various frequency bands and corresponding communication network standards,
and (2) the overall spectrum usage remained to be relatively low over a wide
range of frequencies [10]. The concurrent use of multiple networks simultaneously
has opened up possibilities for increasing bandwidth, improving reliability, and
enhancing Quality of Service (QoS) in areas that are covered by multiple wire-
less access networks. Despite the enormous potential for quality improvement,
only little is known about how to fully exploit this potential. This motivates us
to take a first step towards gaining fundamental insights regarding the implica-
tions of the choice of a splitting rule. In particular, we focus on the impact of
static splitting rules on file download times. To this end, we study the flow-level
performance of file transfers utilizing multiple networks simultaneously.

We study the splitting problem in a queueing theoretical context. Modeling
network performance using processor sharing (PS) based models [4, 22, 24] is
applicable to a variety of communication networks, including CDMA 1xEV-DO,
WLAN, and UMTS-HSDPA. In fact, PS models can actually model file transfers
over WLANs accurately [16], hence taking into account the complex dynamics
of the file transfer application and its underlying protocol-stack, including their
interactions.

The queueing model we consider is the concurrent access network model, see
Figure 1. There are N PS queues that serve N +1 file streams. Stream 0 is called
the foreground stream and streams 1, . . . , N are called the background streams.
Files of background stream i are served exclusively at PS queue i. Each file of
the foreground stream is fragmented (split) upon arrival according to a fixed,
splitting rule α = (α1, . . . , αN ) where

∑N
i=1 αi = 1 and αi ≥ 0, i = 1, . . . , N .

After splitting, the fragments are routed to their corresponding queues. Thus,
when a file of size B arrives at stream 0, a fragment of size αiB is directed
to each queue i. Once all fragments complete their service, the fragments are
reunited, and this completes the file transfer.

Consider a tagged file of the foreground stream that arrives to a network in
steady-state. Denote the sojourn time of its i’th fragment operating under the
splitting rule α by V

α
i . This is the time it takes the fragment to complete service

at queue i. Denote V α = (V α
1 , . . . , V

α
N ). The sojourn time of the file through the

network is Mα = max V α. Our purpose is to analyze the distribution of Mα and
choose a splitting rule α such that Mα is kept minimal.

Our probabilistic and load assumptions are as follows: Arrivals of files in
all streams are according to independent Poisson processes with rates λi, i =
0, 1, . . . , N . File sizes of stream i constitute an i.i.d. sequence of positive random
variables with finite expectation. The N + 1 sequences of file sizes are mutually
independent. Denote the mean file size of stream i by βi and ρi = λiβi i =
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Fig. 1. The concurrent access network

0, 1, . . . , N . We assume that processor sharing queue i operates at rate ci. For
the background streams and queues, denote the corresponding N dimensional
vectors ρ and c. We assume that ρ01+ρ < c. Here 1 denotes a vector of 1’s. This
condition ensures stability irrespective of our choice of splitting proportions.

The Splitting Rule α∗

Our main goal is to provide supporting arguments for using this simple splitting
rule:

α∗
i :=

ci − ρi
∑N

j=1(cj − ρj)
(1)

Note that ci − ρi is the unutilized capacity of queue i due to background traffic
and

∑N
j=1(cj − ρj) is the total unutilized capacity due to background traffic.

Observe that α∗ does not depend on ρ0.
To motivate this rule, consider the following heuristic argument: Observe that

each queue in isolation is a two class M/G/1 PS queue, allowing us to compute
means. It is well known (first shown in [18]) that the mean sojourn time of a job
of size B in a processor sharing queue with rate c̃ and load ρ̃ is:

E [Ṽ |B] =
B

c̃ − ρ̃
.

Assume now for simplicity that N = 2 and set α := α1 (1− α = α2). Now upon
arrival of a foreground job of size B we have

E [V1|B] =
αB

c1 − ρ1 − αρ0
, E [V2|B] =

(1 − α)B
c2 − ρ2 − (1 − α)ρ0

.

Equating the above quantities and solving for α we obtain α∗.
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Theoretical Contribution

For our theoretical results, we shall further assume that the distribution of
stream 0 files is regularly varying of index ν > 1. This means that the tail
of the distribution function has the form P (B > x) = L(x)x−ν , where L(·) is a
slowly varying function: L(ax)/L(x) → 1 as x → ∞ for any a > 0. We do not
require the background file sizes to be heavy-tailed, but do require that there
exist εi > 0 such that E [B1+εi

i ] < ∞, where we denote by Bi a generic random
variable representing the file size of background stream i.

Denote,

γα
m := min

i=1,...,N

(
ci − ρi

αi

)

− ρ0. (2)

Our key result is:
P (Mα > x) ∼ P (B > γα

mx). (3)

Here f(x) ∼ g(x) implies that limx→∞ f(x)/g(x) = 1. This is a form of a Reduced
Load Approximation (RLA) (c.f. [12], [3]) which appears in our network. It is
further evident that in this case, the splitting rule which maximizes γ

α
m is α∗

and thus we have the tail asymptotic optimality:

lim sup
x→∞

P (Mα∗
> x)

P (Mα > x)
≤ 1, ∀ splitting rules α. (4)

This tail asymptotic optimality of the design parameter α∗ is similar to the tail
optimality properties of scheduling disciplines discussed in [5].

In this paper we present a proof of (3) for the case of light foreground traffic.
In this case we set λ0 = 0 and assume that a single foreground job arrives to a
steady state system. We further conjecture that (3) is true for the general case.
Extensive simulation experiments demonstrate our conjecture to be true.

Related Work

In the context of telecommunication systems the concurrent use of multiple net-
work resources in parallel was already described for a Public Switched Digital
Network (PSDN)[9]. Here inverse multiplexing was proposed as a technique to
perform the aggregation of multiple independent information channels across a
network to create a single higher-rate information channel. Various approaches
have appeared to exploit multiple transmission paths in parallel. For example
by using multi-element antennas, as adopted by the IEEE802.11n draft [8] stan-
dard, at the physical layer or by switching datagrams at the link layer [6, 19],
and also by using multiple TCP sessions in parallel to a file-server [23]. In the
latter case each available network transports part of the requested data in a
separate TCP session. Previous work has indicated that downloading from mul-
tiple networks concurrently may not always be beneficial [11], but in general
significant performance improvements can be realized [14, 15, 17]. Under these
circumstances of using a combination of different network types in particular
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the transport layer-approaches have shown their applicability [17] as they allow
appropriate link layer adaptations for each TCP session.

In [13], the authors investigate the same queueing model in the context of web-
server farms. A slight difference is that they do not consider background streams.
The major difference is that they analyze the routing policy Join the Shortest
Queue (JSQ) while we concentrate on a splitting policy. Note that as opposed
to communication networks, splitting in the context of web-server farms is not
always possible. Other two related papers are [20] and [21]. In these papers the
author analysis a similar network but with FCFS queues and with probabilistic
splitting. We further refer the reader to [1], where the authors consider routing
policies of the model in a distributed vs. centralized optimization. In general our
queueing model falls within the framework of a fork-join queueing network [2].
To the best of our knowledge such a queueing network in which nodes are PS
queues have not been investigated.

Organization of the Text

The rest of this paper is organized as follows: In Section 2 we heuristically deduce
(3) and (4). In Section 3 we prove (3) for the light foreground traffic case and
conjecture it for the general case. In Section 4 we present our simulation results.
These results put a strong basis regarding our conjecture. They further show
”near insensitivity” with regards to file size distributions and exhibit the fact in
the case of light-tailed foreground file sizes our result does not hold. In Section 5
we discuss the relation between minimization of expected sojourn times and
minimization of tails.

2 Heuristic Derivation of the Proposed Splitting Rule

Denote by B a random variable distributed as the file size of the foreground
traffic files. Denote by Q

α
i (t) the number of files in queue i at time t, operating

under a splitting rule α. Define,

R
α
i (x) :=

∫ x

0

1
1 + Q

α
i (t)

dt,

this is the amount of service that a permanent customer obtains in queue i
during the time [0, x] when operating under the splitting rule α. Further denote
by Rα(x) the N dimensional vector of R

α
i (x). We have the following:

P (Mα > x) = 1 − P (Mα ≤ x) = 1 − P (V α ≤ x1) = 1 − P (Bα ≤ Rα(x)). (5)

The first and second equalities are trivial. The third equality is due to the fact
that in a processor sharing queue P (Ṽ > x̃) = P (B̃ > R̃(x̃)). Observe now that,

lim
x→∞

1
x

Rα(x) = c − ρ − ρ0α a.s.. (6)
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As a consequence, since for large x, Rα(x) ≈ (c − ρ − ρ0α)x, we can hope to
have that for large x:

P (Bα > Rα(x)) ≈ P (Bα > (c − ρ − ρ0α)x). (7)

Here we replaced the N dimensional random process Rα(x) by its asymptotic
value. Heuristically, such an equivalence should hold when Rα(x)/x converges
fast compared to the decay of the tail of B. In the next section we prove this
relationship holds in the light foreground traffic case and conjecture it also holds
in the general case.

Assuming (7) to be true and continuing heuristically from (5) we have:

P (Mα > x) ≈ 1 − P (Bα ≤ (c − ρ − ρ0α)x)

= 1 − P (B ≤ min
i=1,...,N

(
ci − ρi − ρ0αi

αi

)

x)

= P (B > γα
m x).

Where γ
α
m is given by (2). Thus we have heuristically arrived at our reduced load

approximation (3).
Observe now that maximizing γ

α
m minimizes P (B > xγ

α
m) for any x. As a

result, finding the tail optimal α means solving:

max
α

min
i=1,...,N

(
ci − ρi

αi

)

(8)

s.t.
N∑

i=0

αi = 1

α ≥ 0.

It is clear that an optimizer of (8) achieves the tail asymptotic optimality (4).
We now show that this solution is easily found to be α∗ as in (1).

Lemma 1. The unique solution of (8) is given by α∗.

Proof. For clarity denote fi = ci − ρi. Denote by α′ an optimal solution such
that (w.l.o.g.):

f1

α′
1

≤ . . . ≤ fN

α′
N

.

Observe that under α∗, the objective function is
∑N

j=1 fj . Thus optimality of α′

yields:
fi

α′
i

≥ f1

α′
1

≥
N∑

j=1

fj,

or,

fi ≥ α′
i

N∑

j=1

fj ∀i.
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Summing over i we obtain an equality thus equality also holds for each compo-
nent:

fi = α′
i

N∑

j=1

fj ∀i,

since the summands are non-negative. This shows that α′ = α∗ is the unique
optimal solution.

3 The Reduced Load Equivalence

For ease of notation of this section, we fix an arbitrary splitting rule and remove
the subscript/superscript α from all variables defined previously. Denote,

γi :=
ci − ρi − αiρ0

αi
,

and observe that as in (2), γm = mini=1,...,N γi.
The following lemma states conditions under which the RLA (3) holds for our

model. It is a direct application of results from [25] and [12]. See [3] for a survey.

Lemma 2. Assume that

max(
R1(x)
α1x

, . . . ,
RN (x)
αNx

) → max(γ1, . . . , γN ) a.s., (9)

and that there exists a positive finite constant Km such that

P (max(
R1(x)

α1
, . . . ,

RN (x)
αN

) ≤ x

Km
) = o(P (B > max(γ1, . . . , γN )x)), (10)

then we have the reduced load approximation (3): P (M > x) ∼ P (B > γmx).

Proof. Each of the processor sharing queues is a multi-class queue with two
classes: foreground and background. Since background file sizes have a 1 + ε
finite moment and foreground file sizes have a regularly varying distribution, we
apply Theorem 4.2 of [3] (originally from [25]) to obtain:

P (B >
Ri(x)

αi
) ∼ P (B > γix), i = 1, . . . , N. (11)

Now using the assumptions (9) and (10) we apply Theorem 1 of [12] to obtain:

P (B > max(
R1(x)

α1
, . . . ,

RN (x)
αN

)) ∼ P (B > max(γ1, . . . , γN )x). (12)

The rest of the proof is for the case N = 2 (the general case is more tedious but
not more complicated, it requires using the inclusion exclusion law for the union
of N events). First observe:
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P (M > x) = P (V1 > x or V2 > x)

= P (V1 > x) + P (V2 > x) − P (V1 > x, V2 > x)

= P (α1B > R1(x)) + P (α2B > R2(x)) − P (α1B > R1(x), α2B > R2(x))

= P (B >
R1(x)

α1
) + P (B >

R2(x)

α2
) − P (B > max(

R1(x)

α1
,
R2(x)

α2
)).

Now assume that γ1 ≤ γ2 and thus γm = γ1 and max(γ1, γ2) = γ2:

P (M > x)

P (B > γmx)
=

P (B > R1(x)
α1

) + P (B > R2(x)
α2

) − P (B > max(R1(x)
α1

, R2(x)
α2

))

P (B > γ1x)

=
P (B > R1(x)

α1
)

P (B > γ1x)
+

P (B > γ2x)

P (B > γ1x)

(
P (B > R2(x)

α2
)

P (B > γ2x)
−

P (B > max(R1(x)
α1

, R2(x)
α2

))

P (B > max(γ1, γ2)x)

)

.

Now,
P (B > γ2x)
P (B > γ1x)

=
L(γ2x)
L(γ1x)

(
γ2

γ1

)−ν

→
(

γ2

γ1

)−ν

,

and from (11) and (12) we have our result. The case of γ2 > γ1 is symmetric.

We are now in a position to establish the RLA (3) and the asymptotic optimality
of α∗. Our result is for the light foreground traffic case.

Theorem 1. Consider the concurrent access network in light foreground traffic:
there is a single foreground arrival to steady state with λ0 = 0. Then the reduced
load approximation (3): P (Mα > x) ∼ P (B > γ

α
mx) holds.

Proof. We apply Lemma 2: (9) follows from the SLLN. To see (10) observe that:

P (max(
R1(x)

α1
, . . . ,

RN (x)
αN

) ≤ x

Km
) = P (

R1(x)
α1

≤ x

Km
, . . . ,

RN (x)
αN

≤ x

Km
)

=
N∏

i=1

P (
Ri(x)

αi
≤ x

Km
)

Here we used the fact that under the light foreground traffic assumption all
queues are in steady state and there is a single arrival, thus Ri(·) are independent.
Now as proved in [12] (Theorem 2), each of the terms can be made o(P (B > x))
by choosing Km appropriately. Thus (10) is achieved.

Using this proof method to repeat the above for the non-light foreground traffic
case requires more care in obtaining (9) and (10). We conjecture that these
conditions indeed hold and thus:

Conjecture 1. Theorem 1 holds also in the non-light foreground traffic case and
thus the splitting rule α∗ is in general tail optimal.

In the next section we present simulation results that support the validity of this
conjecture.
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4 Simulation Results

We now summarize the results of some extensive simulations for evaluating
P (Mα > x) on some examples with N = 2. For convenience we denote α := α1

(1−α = α2), similary for α∗. With respect to the tail probabilities, our primary
purpose is to assert Conjecture 1 and the behavior of our tail optimality claim
(4) by estimating,

α∗(x) = argminαP (Mα > x), and P ∗(x) = P (Mα∗(x) > x).

In this respect, we attempt to observe graphically that α̂∗(x) → α∗ as x → ∞,
where we denote estimators by hats. In addition it is fruitful to look at the
relative suboptimality for a finite x when using α∗ instead of α∗(x). For this
purpose we plot:

P̂ (Mα∗ > x) − P̂ ∗(x)
P̂ ∗(x)

. (13)

In general, obtaining such results by simulation requires some long runs since
we are trying to optimize probabilities of a rare event. In addition, we use the
data of the simulation runs to analyze E [Mα], show that it is nearly insensitive
to the file size distributions and compare our splitting rule to the JSQ routing
policy.

In all runs we set β0 = β1 = β2 = 1 and c1 = c2 = 1. The types of file size
distributions we consider are deterministic, exponential, Erlang 2 (a sum of two
i.i.d. exponentials) and Pareto 3 (which is regularly varying with index ν = 3).
Here we take the case with support [0,∞), i.e. P (B > x) = (1 + x/2)−3. We
further parameterize the runs by the following:

ρ =
λ0 + λ1 + λ2

2
, κ =

1 − λ1

1 − λ2
, η =

λ0

λ1 + λ2
.

ρ is the total load on the system, κ is the ratio of free capacity and η is the
ratio of foreground to background traffic. These 3 values uniquely define λ0, λ1

and λ2. The table below specifies the parameters of the systems that we have
simulated.

System ρ κ η Distribution 0 Distribution 1 Distribution 2 (λ0, λ1, λ2) α∗

1 0.5 1.5 0.5 Pareto 3 Pareto 3 Pareto 3 ( 1
3
, 1

5
, 7

15
) 0.6

2 0.5 1.5 0.5 Pareto 3 Deterministic Deterministic as System 1 -

3 0.5 1.5 0.5 Pareto 3 Exponential Exponential as System 1 -

4 0.5 1.5 0.5 Pareto 3 Exponential Deterministic as System 1 -

5 0.5 1.5 0.5 Deterministic Deterministic Deterministic as System 1 -

6 0.5 1.5 0.5 Erlang 2 Erlang 2 Erlang 2 as System 1 -

7 0.5 1.5 0.5 Exponential Pareto 3 Erlang 2 as System 1 -

8 0.5 2.0 0.5 Pareto 3 Pareto 3 Pareto 3 ( 1
3
, 1

9
, 5

9
) 2

3

9 0.5 1.0 0.5 Exponential Exponential Exponential ( 1
3
, 1

3
, 1

3
) 0.5

Systems 1 through 7 all have the same rate parameters but vary in the file
size distributions. System 8 is an additional example of an unbalanced system
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having κ = 2.0 and thus α∗ = 2/3. System 9 is a balanced system which we have
simulated for some additional sanity checking: we expect symmetric behavior of
this system.

Simulation runs are composed of 5 × 107 foreground jobs, starting empty.
For each system we repeated the simulation for various values of α, using the
same seed for all values. We used a fine grid of steps of 0.005 for α within
the range of [α∗ − 0.10, α∗ + 0.10]. Outside of this range but within the range
[α∗ − 0.25, α∗ + 0.25] we used a grid of steps of 0.02. In the remaining region we
used a grid of 0.05. In addition we ran each system using the Join the Shortest
Queue (non-splitting) policy.

Per system we repeated over the above specified range of α using 50 different
seeds. Note that keeping the same seed while changing α is useful for optimizing
the behavior of the queue given a single sample path of primitive file sizes over
α. The total number of runs that we performed is about 30, 000 and the total
number of foreground jobs that have passed through the simulated system is
of the order of 1.5 × 1012. The simulations use a short and efficient C program
which we have coded.

4.1 Tail Behavior

Figure 2 is a representative view of our results. It is a plot of some of the
data collected in the simulation runs of System 4. We first estimate the tail

0.2 0.4 0.6 0.8 1.0
Α

5

10

15

� log P�MΑ�x�

Fig. 2. An illustration of our data analysis approach: System 4 as an exam-
ple. Dashed curves are plots of estimates of − log P (Mα > x) for x =
1, 2, 3, 5, 8, 11, 17, 25, 35, 48, 64, 85, 115, 160, 210, 270, 350, 500. These curves are maxi-
mized by the thick trajectory of α∗(x) which converges to the vertical line at α∗ = 0.6.
Clouds of optimizers over the 50 repetitions are plotted in order to present the disper-
sion in the argmax estimates. The convex dotted curve is the estimate of E [Mα] drawn
on the same scale.
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(a) Heavy-tailed foreground file sizes.
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(b) Light-tailed foreground file sizes.

Fig. 3. Graphs of (13), the relative distance from optimality for finite x: (a) Heavy-
tailed foreground file sizes. (b) Light tailed foreground file sizes.

probabilities P (Mα > x) for increasing values of x. These are plotted on a − log
scale (dashed lines). We then optimize these over α for increasing values of x. This
gives us the trajectory of α̂∗(x) (thick curve). Obviously, as x grows the accuracy
of this optimization is decreased due to the rarity of the tail event. We pictorially
depict this in the figure by plotting the clouds of the 50 (argmaxα, maxα) pairs
which result for increasing x’s, one pair per seed. The thin vertical line in the
figure is at α∗ = 0.6 and indeed, in agreement with the main conjecture and
claim of this paper, it appears as the limiting value of α∗(x). We further plot the
estimate E [Mα] with a dot for every α in the grid. We comment on the mean
in the next subsection.

Note that while Figure 2 shows that the argmax appears to converge rather
slowly in x, it is more important to observe that the relative error (13) is always
kept low. This can be observed in Figure 3a where we plot (13) for the systems in
which the foreground files have a heavy-tailed regularly varying service distribu-
tion. The same quantity for systems with light-tailed foreground files is plotted in
Figure 3b. Here it appears the relative error explodes. Thus suggesting that α∗ is
not tail optimal in the light-tailed foreground file size case. Note that the fact that
tail optimality of policies/rules is sometimes dependent on the tails of the primi-
tive distributions also appears in other similar works. See for example [5] and [21].

4.2 Mean Behavior

In Figure 4 we plot the estimated values of E [Mα] for systems 1− 9 for a range of
α values. We also mark the values of α∗ for the various systems by vertical dashed
lines and on these lines we dot the mean sojourn times that are obtained for the
systems using the JSQ routing policy. We note that at α∗, the width of 99% con-
fidence intervals for the mean (using 50 observations) are in the order of 10−4.

Some comments are due: First observe that in all these examples the following
applies:

E [Mα∗ ] < E [MJSQ].
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0.4 0.5 0.6 0.7 0.8
Α1.0

1.2

1.4

1.6

1.8

2.0
Mean

Systems 1�7

System 8

System 9

Fig. 4. Mean sojourn time curves. Vertical lines are at α∗ = 0.5, 0.6, 2/3. Dots on the
vertical lines are mean sojourn times using JSQ for the corresponding systems.

Secondly, observe that minα E [Mα] ≈ E [Mα∗ ]. This is a key result: The
simple splitting rule that we propose (which is tail optimal) is nearly optimal
with respect to the mean. We further comment on this in the next section.

A third observation that appears from Systems 1−7 is that the mean sojourn
times (and mean queue sizes) are quite insensitive to the file size distribution.
This property of JSQ was first observed and heavily investigated in [13] (for
a system without background streams). Obviously using our file splitting rule
and taking α = 0 or 1 yields two multi-class PS queues which are known to be
exactly insensitive (one of the two queues is single class). When α 	= 0, 1 this is
no longer the case, yet the figure show that even when using α = α∗, the queues
are ”nearly insensitive”. It is important to note that in [13] the authors show
that not all routing policies have this ”near insensitivity” property (even though
a single PS queue is insensitive). Note that the ”magnitude” of the sensitivity
of our splitting rule is similar to that of JSQ: The maximum difference in mean
sojourn times due to the file size distribution is of the order of 4%.

5 Tail Behavior vs. Mean Behavior

Following Theorem 1 and Conjecture 1, we know that α∗ is a tail optimal split-
ting rule. In addition, as observed in Figure 4 it nearly optimizes the mean. We
now present two possible reasons for this ”buy one, get an approximate one for
free” relation between the optimization of the sojourn time tail and optimiza-
tion of the mean sojourn time. Explanation 1 below is specific to our model
and uses the asymptotic properties of the processes Ri(x). Explanation 2 that
follows presents a simple general result regarding performance analysis of tails
and means.
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Explanation 1. Fix an arbitrary splitting ruleα.DenoteR(x) := mini=1,...,N
Ri(x)

αi
.

Observe that R(x)
x → γm and R−1(x)

x → 1
γm

, where the convergences are a.s.
We have that P (M > x) = P (B > R(x)) and thus defining M(b) as the

sojourn time of a foreground file of size b, we have that M(b) = R−1(b). Define
μ(b) := E [M(b)]. Since the underlying queue is regenerative, the almost sure
convergence implies, μ(b)

b → 1
γm

as b → ∞. As a result, for large b:

μ(b) ≈ b

γm
. (14)

Thus selecting α such that γm is maximal minimizes μ(b) when b is large. It thus
also approximately minimizes the unconditional sojourn time E [M ] = E B[μ(B)]
where B is distributed as a foreground file size.

Further observe that the relation (14) is similar to the distinctive feature of a
standard processor sharing queue where the approximate equality is exact. This
property also sheds light on the near insensitivity of our system since for large
b it behaves similarly to a processor sharing queue.

A further observation is that the splitting rule α∗ ensures E [Vi] equal. We
know that E [M ] ≥ E [Vi] and also for a job of size b, we have E [M(b)] ≥
E [Vi(b)]. The auxiliary results we get for the reduced load equivalence suggest
that, especially for large jobs, E [M(b)] and E [Vi(b)] are not too far apart.

Explanation 2 Consider an arbitrary stochastic model parameterized by α. As-
sume that the choice of α induces a non-negative distribution 1 − Fα(x) with
mean μα. For simplicity assume that α is scalar and that 1−Fα(x) is absolutely
continuous. In the case of our model (for N = 2), α = α1 and the distribution
is that of the sojourn time.

Lemma 3. Assume that Fα(x) is unimodal in α and that Fα(x) and μα are
differentiable in α, then there exists an x > 0 such that

argminαμα = argminαFα(x)

The above result may be observed in Figure 2 where the trajectory of α∗(x),
appears to cross the dotted E [Mα] curve at its minimum. While typically finding
the x at which these two curves cross, is difficult and not of practical importance,
systems in which α∗(x) does not vary greatly in x will nearly optimize the mean
when optimizing the tail. This appears to be the case in our system. Since α∗(x)
trajectories do not vary greatly in x.

Proof. Denote α̃ a minimizer of μα. Denote μ′(α) = d
dαμα. Then we have μ′(α̃) =

0. We also know that μα =
∫ ∞
0

Fα(u)du. Denote F
′
(α, u) = d

dαFα(u) Combining
the above we have,

0 =
∫ ∞

0

F
′
(α̃, u)du,

Thus F
′
(α̃, u) is either constantly 0 or has to be both negative and positive and

thus there must be a ũ for which it equals 0. Thus since Fα(x) is unimodal in α
then for x = ũ it is optimized by α̃.
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