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ABSTRACT

We consider a finite capacity Erlang loss system that alter-
nates between active and inactive states according to a two
state modulating Markov process. Work arrives to the sys-
tem as a Poisson process but is blocked from entry when
the system is at capacity or inactive. Blocked jobs cost the
owner a fixed amount that depends on whether blockage was
due to the system being at capacity or due to the system
being inactive. Jobs which are present in the system when it
becomes inactive pause processing until the system becomes
active again.
A Laplace transform expression for the expected undis-

counted revenue lost in [0, t] due to blocking is found. Fur-
ther, an expression for the total time discounted expected
lost revenue in [0,∞) is provided. We also derive a second
order approximation to the former that can be used when
the computing power to invert the Laplace transform is not
available. These expressions can be used to ascribe a value
to four alternatives for improving system performance: (i)
increasing capacity, (ii) increasing the service rate, (iii) in-
creasing the repair rate, or (iv) decreasing the failure rate.
Keywords Erlang loss system, failure, transient analysis

1. INTRODUCTION
Loss networks model systems for which jobs arrive ran-

domly throughout time and simultaneously utilise some set
of the available resources for a period of random length, be-
fore departure from the system. In the loss network model,
if a job arrives to the system and there are not enough re-
sources available for it to begin processing, then it is lost.
Landline telephone connections between cities are a classic
example. Motivated by this, the resources are called links
and the arriving jobs are calls. A classic review of loss net-
works is [4], and a more recent review is [5].
This paper introduces a study that is focused on loss net-

works where links are prone to failure. Arrivals occur ac-
cording to a Poisson process of rate λ and, if possible, im-
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mediately begin service at rate μ. Links which are active
become inactive at rate α and inactive links repair at rate β.
Arrivals to a link when it is inactive experience failure block-
ing, and arrivals when the link is active but at full capacity
experience capacity blocking. Blocked arrivals result in a
loss of revenue — the size of which depends on the reason
for blockage. In this preliminary exposition we focus on a
single link network where existing connections on the link
persist during link failure — continuing their service upon
link reactivation. Our model and analysis is useful for man-
aging communication systems which are subject to sabotage
or adverse environmental (e.g. weather) conditions.
Our work extends results in [1] and [2]. In [2] a Laplace

transform expression in terms of Charlier polynomials is
given for the undiscounted value of an additional unit of
capacity during the planning horizon [0, t] on a link which
never fails. This expression acts as a performance measure
for the system. The authors also demonstrate how the ex-
pression can be used to ascribe a value to an extra unit of
capacity on the link over the planning horizon. In [1] a sec-
ond order approximation to the inverted expression is given.
Our methodological contribution is two-fold. First, we

extend the model and results of [1] and [2] to allow for link
failure. Second, we obtain an expression for infinite horizon
total discounted lost revenue when interest is compounded
continuously at rate r. As opposed to the expression for fi-
nite horizon undiscounted lost revenue, this expression does
not require numerical inversion.
The expressions that we obtain can be used to ascribe

a value to four alternatives for improving system perfor-
mance: (i) increasing capacity, (ii) increasing the service
rate, (iii) increasing the repair rate, or (iv) decreasing the

failure rate. The set of control parameters, denoted by X def
=

{C, μ, β, α}, is used to invoke these changes. We envis-
age that a system manager can vary the control parameters
through mechanisms such as equipment purchases, training
programs, and wages.

2. MODEL
Consider the Markov process {(N(t), J(t))}t∈R+ , where

N(t) takes values in {0, 1, . . . , C} and represents the number
of connections in use at time t, and J(t) takes the value 1 if
the link is active at time t and 0 otherwise. More precisely,
this process has state space{

(n, j) : n ∈ {0, 1, . . . , C}, j ∈ {0, 1}}
with evolution governed by the transition rates as given in
Table 1. When the process is in state (C, 1) or any state
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(n, 0), n ∈ {0, 1, . . . , C}, potential calls continue to arrive
according to a Poisson process of rate λ. These calls are
blocked and losses are recorded. Let θ > 0 denote the rev-
enue lost if a call is blocked when the system is in state (C, 1)
(capacity blocking) and θ > 0 denote the revenue lost if a
call is blocked when the system is in a state (n, 0) (failure
blocking). When the system is in state (C, 1) during a time

Table 1: Transition rates of our faulty loss system.
Transition Rate States

(n, 1) → (n, 0) α 0 ≤ n ≤ C
(n, 0) → (n, 1) β 0 ≤ n ≤ C
(n, 1) → (n+ 1, 1) λ 0 ≤ n < C
(n, 1) → (n− 1, 1) nμ 0 < n ≤ C

interval [a, b), an expected loss of λ θ (b− a) is incurred due
to the Poisson call arrival process of rate λ. Similarly, if the
system is in a state (n, 0) during a time interval [a, b) then
a loss of λ θ (b−a) is expected. Therefore, the expected lost
revenue during [0, t] for a link with N(0) = n and J(0) = j
can be written as

R
(j)
n,X (t)

def
= E

[∫ t

0

λ
(
θ I{J(τ)=0}+

θ I{N(τ)=C} I{J(τ)=1}
)
dτ

∣∣∣∣∣ (N(0), J(0)
)
= (n, j)

]
. (1)

The function defined in (1) is analogous to the capacity value
function of [2]. The value over the planning horizon of [0, t]

of a parameter adjustment from X to X̃ def
= {C̃, μ̃, β̃, α̃} is

ΔR
(j)
n,t(X , X̃ )

def
= R

(j)
n,X (t)−R

(j)

n,X̃ (t) . (2)

We call this the finite horizon performance value function.
Furthermore, the expected rate at which revenue is lost

from the system is λ θ when it is in state (C, 1) and λ θ when
it is in a state (n, 0). So the expected rate at which revenue
is lost at time t is

�
(j)
n,X (t)

def
= λE

[
θ I{J(t)=0}+

θ I{N(t)=C} I{J(t)=1}
∣∣∣ (N(0), J(0)

)
= (n, j)

]
.

Assuming that interest is compounded continuously at
rate r, the discounted value of the lost revenue during [0, ∞)
is

L (j)
n,X (r)

def
=

∫ ∞

0

�
(j)
n,X (t) e−r tdt . (3)

Note that this functional is equivalently the Laplace trans-
form.
Similar to (2),

ΔL (j)
n,r(X , X̃ )

def
= L (j)

n,X (r)− L (j)

n,X̃ (r) (4)

gives the difference in total time discounted value obtained
from variations in the control parameters. We call this the
discounted performance value function.

It is straightforward to combine (2) or (4) with a budget
constraint to obtain an optimization problem that can be
solved, and thus help direct the manager of the system on
how best to vary the control parameters.

3. RESULTS
In this section we give explicit expressions for (1) and (3)

that can be used to calculate (2) and (4). Let R
(j)
n,X (t |x) be

R
(j)
n,X (t) conditional on the fact that the first time that the

link departs from state (n, j) is x. Now,

R
(1)
n,X (t |x) = (5)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 , n < C, t < x ,
θλt , n = C, t < x ,
nμR

(1)
n−1,X (t−x)+λR

(1)
n+1,X (t−x)+αR

(0)
n,X (t−x)

nμ+λ+α
, n < C, t ≥ x ,

θλx+
C μR

(1)
C−1,X (t−x)+αR

(0)
C,X (t−x)

C μ+α
, n = C, t ≥ x ,

and

R
(0)
n,X (t |x) =

{
θ λ t , t < x ,

θλx+R
(1)
n,X (t− x) , t ≥ x .

(6)

For (N(0), J(0)) = (n, j), j ∈ {0, 1} let X
(j)
n be the time

until the first transition, with distribution F
(j)
n , so that we

obtain the Riemann–Stieltjes integral

R
(j)
n,X (t) =

∫ ∞

0

R(j)
n (t |x) dF (j)

n (x) . (7)

Since {(N(t), J(t))}t∈R+ is a continuous time Markov chain,

X
(1)
n ∼ Exp(λ+ nμ+ α) when n < C, X

(1)
n ∼ Exp(C μ+ α)

when n = C, and X
(0)
n ∼ Exp(β) when 0 ≤ n ≤ C. Upon

substitution of (5) and (6) into (7), and application of the
Laplace transform

R̃
(j)
n,X (s)

def
=

∫ ∞

0

R
(j)
n,X (t) e−s t dt ,

one obtains a system of equations that can be solved in a
similar way to the method used in [2]. This relies on the use
of classic results for Meixner, Charlier, and Laguerre poly-
nomials (see e.g. [3]). After some computations we obtain
an explicit expression for the Laplace transform of the finite
horizon performance value function:

R̃
(1)
n,X (s) =

Pn(s) θ λ

s
(
s PC(s) + C μ

(
PC(s)− PC−1(s)

)) +B(s)

and R̃
(0)
n,X (s) =

(
β R̃

(1)
n,X (s) + θ λ/s

)
/(s+ β), where

Pn(s) =

n∑
k=0

(
n

k

)
λ−k

k−1∏
i=0

Ai(s) , (8)

Ai(s) = s+ α− αβ (s+ β)−1 + i μ , and (9)

B(s) =
α θ λ

s (s+ β)
(
s+ α− αβ (s+ β)−1

) . (10)

This generalizes the result in [2] for a loss system that never
fails. Taking α = 0 (no failures) or β → ∞ (instantaneous
repairs) recovers equation (15) of [2].
While this expression seems nice and compact, it does re-

quire a summation involving binomial coefficients, making
inversion numerically cumbersome. In this case approxi-
mations to the inverted expression are a sensible alterna-
tive. We will now study approximations for a system with
J(0) = 1, it is a simple extension to examine a system with
J(0) = 0.
A first order linear approximation is given by

R
(1)
n,X (t) = a t+ o(t) , (11)
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where a = λ (θ π + θ π), o(t)/t → 0 as t → ∞,

π =

(
�C

C!

)(
(1 + ψ)

C∑
n=0

�n

n!

)−1

,

and π = ψ/(1 + ψ), with � = λ/μ, and ψ = α/β.
The values π and π represent the equilibrium probability

that {(N(·), J(·))} is in state (C, 1) or, respectively, a state
(n, 0). Combined with the Poisson call arrival process of
rate λ it is clear that a is the equilibrium rate of loss. Note
the similarity of π to Erlang’s B formula, which is retrieved
for α = 0 or β → ∞.
The error introduced to (11) as it transitions to equilib-

rium can be corrected by a second order linear approxima-
tion. To obtain this more accurate approximation we apply
a standard Tauberian theorem (final value) to

R̃
(1)
n,X (s)− a/s2 .

This yields,
R

(1)
n,X (t) = a t+ b+ o(1) ,

with o(1) → 0 as t → ∞, where our newly found correction
term is

b =
γ1 + 2 θ λ+ γ2 γ3 − 2 a γ4

2β γ4 (1 + ψ)
with

γ1 = 2 (1 + ψ)β θ λ g1(n) ,

γ2 = α θ λ− (1 + ψ)β a ,

γ3 = −2ψ/β + 2 (1 + ψ) g1(C) + C μ
(
g2(C)− g2(C − 1)

)
,

γ4 = 1 + ψ + C μ
(
g1(C)− g1(C − 1)

)
,

g1(n) =
ψ + 1

μ

n∑
k=1

�−k

(
n

k

)
(k − 1)! , and (12)

g2(n) =
2 (α+ β)2

β2 μ2

n∑
k=2

�−k

(
n

k

)
(k − 1)!

k−1∑
m=1

1

m

− 2ψ

β μ

n∑
k=1

�−k

(
n

k

)
(k − 1)! . (13)

This result generalizes Theorem 4.1 in [1]. Again, their re-
sult can be retrieved by taking α = 0 or β → ∞.

Finally, observe that �
(j)
n,X (t) = ∂R

(j)
n,X (t)/∂t. Hence since

R
(j)
n,X (0) = 0, using the properties of the Laplace transform,

L (j)
n,X (r) = r−1 R̃

(j)
n,X (r) .

4. ILLUSTRATION
Consider a system where X = {6, 3, 0.5, ·}, λ = 3, θ = 1,

θ = 2, and J(0) = 1. Figure 1 displays the expected lost
revenue of this system over planning horizons t ∈ [0, 7]. We
see that the second order approximation (dashed) converges
to the numerically-inverted Laplace transform (solid). The
left panel is a system where there is no failure (α = 0) and
in the right panel (α = 0.002) the system is expected to fail
approximately as often as 1500 calls arrive and then take six
calls worth of time to repair. It can be seen from comparing
the left and right panels that without accounting for these
faults a (potentially substantial) error in the evaluation of
expected losses can occur.
Now consider the same system but with α = 0.5. Figure 2

shows the discounted (r = 0.1) performance function (i.e.
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Figure 1: Expected lost revenue in [0, t] without fail-
ure (left) and with failure (right).

increase in revenue) that occurs when either the failure rate
is decreased (left) or the repair rate is increased (right). We
see that, for this system, increasing β increases revenue at a
decreasing rate, while decreasing α increases revenue at an
increasing rate. As β → ∞ the right graph will asymptote
to the vertical intercept of the left graph.
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Figure 2: Discounted performance for decreases in
failure rate (left) or increases in repair rate (right).

5. OUTLOOK
The performance value functions introduced here could

play a role in more complex networks, in which a routing
decision plays a role. Relaxing the persistent connections
assumption to permit disconnection when the system is in-
active would be both interesting and practical. It would also
be useful to generalize these results by replacing the expo-
nential distributions used with phase-type distributions.
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