
Reward Observing Restless 
Multi Armed Bandits

Yoni Nazarathy,  
The University of  Queensland



Controller Chooses Channels
Channel

Channel

Channel

Controller

How to balance  
exploration and exploitation 

for maximal throughput?
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Control Policy:

Objective: Maximal Infinite Horizon Average Reward
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Xi(t) 2 R Yi(t) 2 RU(t) ⇢ {1, . . . , d}

{State, Control, Observation} Model 

✏(t) ⇠ N (0, 1)

M(t) is Markov Chain



MDP/POMDP State

Fi(x) = P(Xi(t)  x | observed history)

Option 1: ⌘i =
�
Xi(t� ⌧i), ⌧i

�

Option 2:

Option 2*:
Find su�cient statistics, !i, for Fi(·)

We use option 2* hence: U(t) = ⇡
�
!1(t), . . . ,!d(t)

�



Restless Bandits

Example: 1 Mother,Triplets to Feed

Can feed at most 2 at a time

Triplets evolve between “sleeping”,”playing”,”crying”

Cost:  Num Being Fed + Num Crying



Reward Observing Restless Bandit
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Xi(t) ⇠ according to !i(t)

Belief State Update - not considering           :

Observation update: 
 (“active” in RMAB language)

Belief propagation operator: 
 (“passive” in RMAB language)

Oi ⇠ !i(t)

Deterministic Ti(·)

Y (t)



GE and AR Channels
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Gilbert Elliot 
(2 state MC)

Auto Regressive Gaussian 
Process of Order 1



Index Policies
Ii(t) = fi

�
!i(t)

�
U(t) = arg

(k)
max{I1(t), . . . , Id(t)}

Myopic Index: fi(!) = E!ri(Xi)

Index Considering Variance:
What is the best      ? fi(!) = E! ri(Xi) + ✓i Var

�
Xi

� ✓i

Whittle Index:

fi(!) is the minimal subsidy you pay to not select the channel 

To calculate it - solve a family of “one armed subsidy problems”

(because solving the POMDP is often hard)



Numerical  
Examples



Themes and Methods
Structural Properties of Optimal or Index Based Policies 

Queue Stability and Observation Error 

Switching Costs 

Use of regenerative structure 

Measure Valued Asymptotics for belief states 

In Progress: A computational framework and  
Unknown Parameters (regret)



Structural Properties



Queue Stability and Observation Error





Use of Regenerative Structure



Switching Costs

Using Regenerative Calculations - An explicit equation for optimal call-gapping:



Measure Valued Asymptotics
For AR Channels (a bit complicated)



Measure Valued Asymptotics
For GE Channels  - Promising




