
 

 

 

Dynamics of a Finite Buffer Fluid  

Overflow Jackson Network 

Stijn Fleuren 

420616 

 

 

 

 

 

 

 

 

 

Bachelor Final Project 
 

Fleuren, S.  0630075 

 

Supervisor Prof.dr.ir.  Rooda, J.E.  

Coaches Dr.ir. Lefeber, A.A.J. 

  Dr. Nazarathy, Y. 

 

Eindhoven University of Technology 

Department of Mechanical Engineering 

Systems Engineering Group 

 

Eindhoven, July 4
th

 2010  



- 2 - 

Abstract: 
This report concerns a finite buffer fluid overflow Jackson network. This network consists of several 

nodes with buffers in front of them. The fluid that is processed by a node is either routed to another 

node in the network or leaves the network. If a buffer is full, the fluid that cannot enter this buffer is 

rerouted as well. Besides the fluid that is routed to a node, the nodes also have an exogenous input.  

 

Very little was known about this kind of networks. Therefore, as a first attempt to gather 

information for this network, in this report continuous and deterministic fluid flows are concerned. 

In this report equations that concern the dynamics of the network and the steady state behavior are 

derived. Further it is shown that for a network of two nodes there is a single steady state solution 

except for five singular cases where there are either an infinite number of solutions or no solution at 

all. For general networks, where it is known what nodes are empty and what nodes are full in steady 

state, it depends on the routing in the network whether there is one or an infinite amount of 

solutions. It is shown that increasing the exogenous input of a node results in the fact that the fluid 

that arrives at a node in steady state cannot decrease. Furthermore two algorithms for finding the 

steady state inputs are given and analyzed. One of those algorithms has an exponential time 

complexity. The other algorithm has a polynomial time complexity. The efficient algorithm can also 

be used to solve an equation concerning the dynamics. Therefore, this algorithm can be used to 

efficiently calculate exact trajectories. Further an interactive graphical representation is made for a 

network of 3 nodes, a code is given for the efficient algorithm and a program is given that calculates 

exact trajectories for networks with general network sizes. This trajectory calculating program can 

be used to gain more insight in the dynamic behavior of the finite buffer fluid overflow Jackson 

network.  
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Chapter 1  Introduction  

Nowadays a wide variety of factories exist. The main goal of these manufacturing networks is to 

transform raw fluid into finished products which in turn can be sold. These manufacturing networks 

can be modeled by using network models. To optimize factories, insight for these network models is 

needed which leads to the development of new theories and methods. This report is about a finite 

buffer fluid overflow Jackson network. Because very little was known about this kind of networks, as 

a first attempt to fully understand these overflow networks stochastic processes are not concerned.  

 

In this chapter, first the notations that are used in this report are shown. Hereafter the parameters 

that are used in this report are introduced. In the end of this chapter the behavior for a network 

with network size 1N =  is evaluated.  

 

1.1 Notation 

Below the notations that are used in this report are shown. 

 

 min( , )δ β δ β∧ =  

max( ,0)δ δ+ =   

( )dA t
A

dt
=�

 

( )tA : complement of ( )tA  (all i that are not part of subset ( )tA are part of subset ( )tA ) 

( )tA  : the amount of nodes that are part of subset ( )tA  

( )1 tA
:  

( )
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1 ( ) 1 for ( )

1 ( ) 0 for ( )

t

t

i i t

i i t
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= ∉ 
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A

A

A
 

( ) ( )(1 )t tS Diag=
A A
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( )
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( , ) 0 for

t t

t

S i j i i j

S i j i j

= = 
 

= ≠ 
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1.2 Network description 

A finite buffer fluid overflow Jackson network consists of N nodes, numbered 1,2,...,i N= . In this 

report it is used that {1,2,.., }N=N . In this network each node receives an exogenous input at rate 

0iα ≥ . Furthermore each node has a buffer in front of it. Node i  has a capacity iK  and fluid can 

maximally be processed at rate 0iµ > . After the fluid is processed by node i a proportion 0ijp ≥ of 

the processed fluid goes to node j . The remaining portion 1D

i ijj
p p= −∑ , the proportion that is 

not routed to another node, leaves the network. If a buffer is full, and thus iK fluid is inside the 

buffer, it can overflow. In this case a proportion 0ijq ≥ of the fluid that cannot enter buffer i

(because it is full) is routed to node j . The proportion 1D

i ijj
q q= −∑ that is not routed to another 

node, leaves the network. Below it is shown how these parameters are constructed into matrices 

and vectors. Also the requirements for these parameters are shown. 

1 1 11 1 11 1 1

1 1

, , , , ,

0, 0,
0, 0, 0,

1, 1,

0, 0,

1 , 1 .

N N

N N N NN N NN N

ii ii

i i i

ij ij

j j

ij ij

D D

i ij i ij

j j

p p q q K

P Q K

p p q q K

p q
K

p q

p q

p p q q

α µ

α µ

α µ

α µ

         
         

= = = = =         
         
         

= =
≥ > >

≤ ≤

≥ ≥

= − = −

∑ ∑

∑ ∑

… …

� � � � � � � � �

… …

 

Furthermore ( )iX t denotes the amount of fluid inside buffer i at time t and 
o

iX is used for the 

amount of fluid inside buffer i at time 0t = . The variable ( )i tλ  is used for the total amount of fluid 

per time unit that arrives at node i . The vector ( )X t  and ( )tλ is constructed as follows. 

1 1( ) ( )

( ) , ( )
 ,

( ) ( )

 0 ( ) .

N N

i i

X t t

X t t

X t t

X t K

λ

λ

λ

   
   

= =   
   
   

≤ ≤

� �
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1.3  Behavior for N=1  

 
Figure 1.1: visualization of a finite buffer fluid overflow Jackson network consisting of one node 

 

For a finite buffer fluid overflow Jackson network consisting of one node 3 cases exist. The first case 

is where 1 1α µ> . In this case more fluid per time unit arrives at the node then what the node can 

maximally process. This causes the buffer to fill up until it reaches its full buffer capacity. The second 

case is where 1 1α µ< . In this case the node can process more fluid per second than the amount of 

fluid that arrives at the node. This causes the buffer to become empty. The third case is where 

1 1α µ= . In this case the amount of fluid that arrives at the node is equal to the fluid processed by 

the nodes with as a result 
0( ) (0)X t X X= = . This third case is not analyzed. 

 

 

Proposition:  

For a finite buffer fluid overflow Jackson network with one node that satisfies the requirements 

shown on the previous page. 
0 0

1 1 1 1 1 1 1 1 1

0

1 1 1 1 1

1 0 0

1 1 1 1 1 1 1 1

0

1 1 1

( ) for  ( ) ( ) ,

for ( ) ( ) "
( )

( ) for / ( ) ,

0 for / ( ) "

X t t K X

K t K X
X t

X t t X

t X

α µ α µ α µ

α µ

µ α µ α α µ

µ α

 + − ⋅ ≤ − − >
 

> − − 
=  

− − ⋅ ≤ − < 
 > − 

 

 

When for all buffers the amount of fluid inside the buffer does not change over time, then the 

network is said to be in steady state. Therefore, for 1 1α µ> and 1 1α µ<  a one node finite buffer 

fluid overflow Jackson network is in steady state for respectively 
0

1 1 1 1( ) ( )t K X α µ> − − and 

0

1 1 1/ ( )t X µ α> − . 
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Proof: 

1 1α > µ : 

In this case the node always processes 1µ fluid per time unit. If the buffer has not reached its full 

capacity 1K  then 1α  fluid per time unit enters the buffer in the same time that 1µ  fluid per time 

unit is processed. Therefore, net 1 1α µ−  fluid enters the buffer per time unit. This causes 1( )X t to 

have a slope of 1 1α µ− . In this stage no fluid overflows. 

If the buffer has reached its full capacity 1K , still 1α  fluid per time unit arrives and 1µ  fluid per time 

unit is processed by the node. However the remaining fluid cannot fill up the buffer anymore. 

Instead this fluid overflows and leaves the system.  

 

The breaking point between those 2 stages can easily be determined. In the first stage 1( )X t has a 

slope of 1 1α µ− and thus 0

1 1 1 1( ) ( )X t X tα µ= + − ⋅ . In the second stage 1 1( )X t K= and therefore 

the transition happens when 0

1 1 1 1( )X t Kα µ+ − ⋅ = or 0

1 1 1 1( ) / ( )t K X α µ= − − . 

 

Numerical example:  

Arrival rate Processing rate Buffer capacity  Starting value 

1 1α =  1 0.5µ =  1 10K =  
0

1 5X =  

 

 

 

 
Figure 1.2: results for a one node finite buffer fluid overflow Jackson network for 1 1α > µ  
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1 1α < µ : 

In this case the buffer is never full. Hence, no fluid overflows. Before the buffer is empty the node 

processes 1µ fluid per time unit. at all times, 1α fluid arrives and therefore net 1 1µ α−  fluid leaves 

the buffer. As a result 1( )X t has a slope of 1 1α µ− until the buffer is empty. Hence, 

0

1 1 1 1( )X X tµ α= − − ⋅ . The buffer is empty when 0

1X
 
fluid has left the buffer. Therefore, the 

breaking point occurs at 0

1 1 1/ ( )t X µ α= − . If the buffer is empty all the fluid that arrives is 

immediately processed. 

 

Numerical example 

Arrival rate Processing rate Buffer capacity  Starting value 

1 0.5α =
 1 1µ =

 1 10K =
 

0

1 5X =  

 

 
Figure 1.3: results for a one node finite buffer fluid overflow Jackson network for 1 1α < µ  

 

1.4  Overview of the results 

In this section all the results obtained throughout this report are presented per chapter. 

 

Chapter 2: 

In chapter two it is explained and graphically shown that for a network of 2 nodes there is always a 

single solution for steady state inputs λ , except for 5 singular cases. 

 

Chapter 3: 

In this chapter it is explained that the dynamics of a finite buffer fluid overflow Jackson network are 

defined by the following equations: 

( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ' ( ) ' ( ) ( ) ' ( ) '( ( ) )t t t tt t t
t S P S S P t S S P S S Q tλ α µ λ µ λ µ= + + + + −

E G E FE G G
 

( ) ( ) ( )( )
( ) ( )( )t t tt

X t I S S S S λ µ= − − −�
G E FG

  

The definitions for ( )tE , ( )tF and ( )tG can be found in section 3.1. Besides it is shown that, if it is 

known what nodes are empty and what nodes are full in steady state, the steady state inputs λ  can 

be calculated with the equation shown below. To obtain this equation the assumption that all 
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buffers are either empty or full in steady state is used.

( ) ' ( ) ' ( ) '( )S P S P S Qλ α λ µ λ µ= + + + −
E E E

   

Furthermore it is shown that there is a single solution for steady state inputs λ , for known steady 

state empty and steady state full nodes, if det( ) 0I S P S Q− − ≠
E E

. Further it is shown the steady 

state inputs λ  are monotonic in iα . This means that increasing the exogenous input iα  of node i  

cannot result into the fact that the steady state inputs λ  decrease.  

 

Chapter 4: 

In this chapter two different algorithms that can find the nodes that are empty and full in steady 

state and the steady state inputs λ  are shown. The brute force algorithm has an average-case and a 

worst-case time complexity of 
3( 2 )N

O N . Which means that the average time needed and the 

maximal time that can be needed to find the solution increases exponentially with increasing 

network size N . The other algorithm is more efficient for networks bigger than 2 nodes and has a 

polynomial time complexity. The worst-case complexity of the algorithm is 
5( )O N . However the 

average-case time complexity of the algorithm is probably 
3( log( ))O N N . This average-case time 

complexity is obtained for networks that are generated with the Mathematica code in Figure 4.8. 

 

Chapter 5: 

In chapter five it is shown that the efficient algorithm can also be used to calculate exact trajectories. 

Two programs are given that can calculate the exact trajectories. One of these programs is an 

interactive graphical demonstration of a finite buffer fluid overflow Jackson network consisting of 3 

nodes. The other program can calculate and graphically show exact trajectories for all network sizes. 

With this last program it is observed that: 

- There is no cyclic behavior: There is no buffer that switches between being empty and full 

until infinity. 

- Buffers can switch between being empty and full before steady state is reached. 

- If the buffer capacities and the initial amount of fluid inside the buffer increase with a factor 

f and the other conditions stay the same, the time at which a certain buffer becomes full or 

empty increases with a factor f as well. 

- In steady state a buffer is either empty or full. Buffer i can only be neither full nor empty in 

steady state if the input iλ
 
is exactly the same as the maximal processing rate iµ . This is 

very unlikely to happen for the random matrices and random vectors the program is tested 

for. 
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Chapter 2  network of 2 nodes 

In steady state if node i  has an input iλ
 
smaller than its maximal processing rate iµ , this node 

routes ij ip λ  fluid per time unit to node j . However if in steady state node i  has an input iλ  greater 

than its maximal processing rate
 iµ , this node processes fluid at rate iµ and fluid overflows at rate 

( )i iλ µ− . Therefore, in that case ( )ij i i i ijp qµ λ µ+ −  fluid per time unit is send from node i to node 

j . Thus, the following equations can be found for the input rates of the two nodes: 

1 1 2 21pλ α λ= +     for 2 2λ µ≤     (2.1) 

2 2 1 12pλ α λ= +    for 1 1λ µ≤     (2.2) 

1 1 2 21 2 2 21( )p qλ α µ λ µ= + + −   for  2 2λ µ≥     (2.3) 

2 2 1 12 1 1 12( )p qλ α µ λ µ= + + −   for  1 1λ µ≥     (2.4) 

 

Lemma:  There is one solution for the steady state inputs λ  for a 2 node finite buffer fluid 

overflow Jackson network, except for 5 singular cases. 

 

Proof: 

For a finite buffer fluid overflow Jackson network of 2 nodes, 1λ is plotted as function of 2λ according 

to (2.1) and (2.3) and 2λ is plotted as function of 1λ  according to (2.2) and (2.4). The result is shown 

in Figure 2.1 (see page 12). According to (2.1) the slope 1 2d dλ λ  is equal to 12p for 2 2λ µ≤ . As a 

result, in this figure 1θ is equal to 
1

21tan (1/ )p
−

for 21 0p ≠ and equal to 90o
 for 21 0p = . 

In the same way it is obtained that: 
1 1

21 21 12 12

1 2

21 12

1 1

21 21 21 21

1 2

21 21

tan (1/ ) for 0 tan (1/ ) for 0
, ,

90 for 0 90 for 0

tan (1/ ) for 0 tan (1/ ) for 0
, .

90 for 0 90 for 0

o o

o o

p p p p

p p

q q q q

q q

θ θ

φ φ

− −

− −

   ≠ ≠
= =   

= =   

   ≠ ≠
= =   

= =   

 

Because 0 1ijp≤ ≤ and 0 1ijq≤ ≤  the angles 1θ , 2θ , 1φ  and 2φ are between 45
o
 and 90

o
. These 

boundaries are visualized in the figure as gray dotted lines. It can be seen that because of these 

boundaries the lope 1 2d dλ λ of the line 1 2( )λ λ is always bigger or equal to the slope 1 2d dλ λ of 

the line 2 1( )λ λ . This is the reason why the two lines cannot have 2 intersections. There can solely be 

more than one solution if the two lines coincide in at least one of the four regions. In general steady 

state can only be achieved when the total output of the network is equal to the total input of the 

network. The total output of the network is equal to 
1 1

( ) ( )
N ND D

i i i i i ii i
p qλ µ λ µ +

= =
∧ + −∑ ∑ and the 

total input is equal to 
1

N

ii
α

=∑ . Therefore, to have an infinite number of solutions in steady state, 

the total input into the network must be equal to the total output of the network and the two lines 

must be parallel. For each region there is a single case when this occures.  
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There is also a singular case when there is no solution at all. In that case there is no solution in 

regions I , IIa and
 bII and in region III  the two lines are parallel but do not coincide. In this case 

both buffers fill up and the inputs λ increase until infinity. The two lines are parallel in region III  if 

12 21 1q q= =  and the two lines do not coincide if the total input into the network is not equal to the 

total output of the network. An example of such a network, where no solution for steady state 

inputs λ  excists, is a network that has an input while no fluid can leave the network  

( 12 21 12 21 1p p q q= = = = and 1 2 0α α+ ≠ ). This causes the inputs λ to increase until infinity. All 5 

singular cases are shown in Table 2.1. For all other cases there is only one solution. 

 

Region of solutions Condition Amount of solutions 

I  
12 21 1p p= = and

 1 2 0α α+ =  ∞
 

III  
12 21 1q q= =

 
and

 

1 2 12 1 21 2(1 ) (1 )p pα α µ µ+ = − + −
 
 

∞
 

bII  12 21p q= and
 21 2 1 2(1 )p µ α α− = +  ∞

 

IIa  21 12p q= and
 12 1 1 2(1 )p µ α α− = +  ∞

 
- 

12 21 1q q= = and 

1 2 12 1 21 2(1 ) (1 )p pα α µ µ+ ≠ − + −
 
and there 

are no solutions in regions
 
I , IIa and bII

 

0 

Table 2.1 the five singularities for a finite buffer fluid overflow Jackson network of 2 nodes 
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Figure 2.1 plotting 

1 2λ (λ ) and
2 1λ (λ )  
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Chapter 3  A related non-linear system of equations  

In this chapter first a few equations that concern the dynamic behavior of a finite buffer fluid 

overflow Jackson network of N  nodes are given. Also an equation is given with which the steady 

state inputs λ can be calculated if it is known what nodes are empty and what nodes are full in 

steady state. Hereafter it is proven that the steady state inputs λ are monotonic in iα and that there 

is only one steady state solution λ , for known steady state empty and full nodes, if 

det( ) 0I S P S Q− − ≠
E E

. The definition of E is shown in the next section. 

  

3.1 Dynamics of a N -node finite buffer fluid overflow Jackson network 

Before a general system of equations can be found for the dynamics of a N -node finite buffer fluid 

overflow Jackson network it is useful to introduce some notation. The buffers are grouped by 

{ }( ) | ( )
i i

t i X t K= =F and { }( ) | ( ) 0
i

t i X t= =E . In other words the collection of full buffers at 

time t  is referred to as subset ( )tF and the collection of empty buffers at time t is referred to as 

subset ( )tE . If ( )i iX t K= (and thus if node i  belongs to subset ( )tF ) then the buffer does overflow 

for ( )i i tµ λ< , the amount of overflown fluid is equal to ( ( ) )i itλ µ +− and the net input is equal to

( ) ( ( ) ) 0i i iX t tλ µ= − ∧� . On the other hand if ( ) 0iX t =  (and thus if node i  belongs to subset ( )tE ) 

then the output of the buffer is ( ( ) )i itλ µ∧  and the net input of the buffer is equal to

( ) ( ( ) )i i iX t tλ µ += −� . The remaining buffers, i.e. the buffers that satisfy 0 ( )i iX t K< < , have an 

output of iµ  and a net input of ( ) ( ( ) )i i iX t tλ µ= −� . Now a general system of equations for a finite 

buffer fluid overflow Jackson network of N nodes can be given: 

( ) ( ) ( )

( ) ( ( ) ) ( ( ) )i i ji j j ji j ji j j

j t j t j t

t p t p q tλ α λ µ µ λ µ +

∈ ∉ ∈

= + ∧ + + −∑ ∑ ∑
E E F

 for 1,2..,i N= (3.1) 

( ) ( ( ) ) 0i i iX t tλ µ= − ∧�      for ( )i t∈ F   (3.2) 

( ) ( ( ) )i i iX t tλ µ += −�       for ( )i t∈ E   (3.3) 

( ) ( ( ) )i i iX t tλ µ= −�       for ( ( ) ( ))i t t∈ ∩F E  (3.4) 

 

Equation 3.1 can also be written in matrix form, for this purpose selection matrices 
( )t

S
E

, ( )tS
E

, and 

( )tS
F  

are introduced. Now (3.1) can be written as follows: 

( ) ( )( )
( ) ( ) ' ( ) '( ( ) ) ( ) '( ( ) )

t tt
t S P S P t S Q tλ α µ λ µ λ µ += + + ∧ + −

E FE
   (3.5) 
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Another subset is introduced: ( ) { | ( ) }i it i tλ µ= <G . This means that all nodes that are underloaded 

are part of subset ( )tG . Furthermore selection matrix ( )tS
G

is used. 

 Now (3.5) can be written as: 

( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ' ( ) ' ( ) ( ) ' ( ) '( ( ) )t t t tt t t
t S P S S P t S S P S S Q tλ α µ λ µ λ µ= + + + + −

E G E FE G G
(3.6) 

 

By using the selection matrices ( )tS
E

, ( )tS
F

and
 ( )tS

G
equations (3.2),(3.3) and (3.4) can also be written 

in matrix form. The result is: 

( ) ( ) ( )( )
( ) ( )( )t t tt

X t I S S S S λ µ= − − −�
G E FG

      (3.7) 

This means that all nodes have an output of ( ( ) )i itλ µ− except for the empty underloaded nodes 

and the full overloaded nodes. These empty underloaded and full overloaded nodes have a net input 

of zero. The inputs λ that are used in this equation can be calculated with (3.6). 

3.2  Assumptions on the network 

The assumptions shown below are referred to in this report. From now on it is used that E is equal 

to ( )tE  in steady state en F  is equal to ( )tF in steady state. 

assumption 1: 

a unique solution for E  exists.  

 

This assumption is believed to be true for the finite buffer fluid overflow Jackson network. However 

this assumption is not yet shown mathematically
 

assumption 2: 

In steady state N+ =E F . This means that in steady state a buffer is either full or empty and not 

somewhere in between.  

 

This assumption can only be not satisfied if the input of a node is exactly the same as the maximal 

output of this node. In that case the buffer can be neither full nor empty. A network does not satisfy 

this assumptions is the network shown in Figure 3.1 if 1 1α µ> and 2 1 2µ µ α= + . In this case buffer 

2 can be neither full nor empty. 

 
 

Figure 3.1 network of 2 nodes that does not satisfy assumption 2 if 
1 1
α > µ and 

2 1 2µ = µ + α  

  



- 15 - 

3.3 Calculating steady state inputs λ for known subset E  
In steady state all subsets are no longer a function of time and if assumption 2 (see section 3.2) is 

met then =E G and = =F E G  in steady state. This because if a buffer is empty but overloaded, 

the buffer would fill up and steady state has not yet been reached. In the same way if a buffer is full 

but underloaded the buffer would have a net output and steady state has not yet been reached as 

well. By using S S=
E G

and S S S= =
F E G

 (3.5) and (3.6) can be reduced to: 

'( ) '( )P Qλ α λ µ λ µ += + ∧ + −
       

(3.8) 

( ) ' ( ) ' ( ) '( )S P S P S Qλ α λ µ λ µ= + + + −
E E E

      (3.9) 

Substituting S S=
E G

and S S S= =
F E G

 into (3.7) results in 0X =� . What indeed means that the 

network is in steady state. 

3.4 Proving that the steady state inputs λ are monotonic in iα   

Lemma: the steady state inputs λ are monotonic in iα    (assumption 2 is used) 

 

Proof: 

To prove this lemma, steady state equation 3.9 is used. Therefore, for this proof assumption 2 is 

used. If it is assumed that the matrix 
1

( ( ) ' ( ) ')I S P S Q
−− −

E E
 does exist, the solution of this steady 

state equation is: 

( )1

matrix constant

( ( ) ' ( ) ') ( ) ' ( ) 'I S P S Q S P S Qλ α µ µ
−

= − − + −
��������� �����������E E E E

 

The inverse 
1

( )I A
−−

 
can be written as

 
2 3 4 ...I A A A A+ + + + + . Hence, because all entries of

S P S Q+
E E

are non-negative numbers the ( , )j i entry of 
1

( ( ) ' ( ) ')I S P S Q
−− −

E E  
is non-negative 

and the ( , )i i  entry of 
1

( ( ) ' ( ) ')I S P S Q
−− −

E E
is positive. Therefore, the steady state input iλ rises 

whenever iα rises and the steady state input
 jλ  increases if iα rises whenever there is a positive 

integer m such that the ( , )i j entry of 
( )( ) mS P S Q+

E E FE
is greater than zero. If the ( , )i j entry of 

( )( ) mS P S Q+
E E

is greater than zero for some positive integer m then j is said to be accessible from 

node i . This means that there is a route in the matrix S P S Q+
E E

from node i  to node j and 

therefore node j senses an increasing input iλ . As a result the ( , )j i entry of
1( ( ) ' ( ) ')I S P S Q −− −

E E

is greater than zero if node j is accessible from node i . The nodes j i≠ that are not accessible from 

node i are not influenced by increasing iα . Notice that in this meaning of accessibility fluid can still 

go from node i to node j if node j is not accessible from node i , it just means that increasing iα is 

not noticeable in node j . 

 

If j jλ µ< then buffer j is empty in steady state. But at some point raising iα can result into the fact 

that j jλ µ> . For j jλ µ>  buffer j is full in steady state. The transition between an empty buffer and 

a full buffer j in steady state takes place when j jλ µ= . For this transition jk kp µ fluid goes from 

node j to node k , independently of whether buffer j is full, empty or somewhere in between. 

Therefore, if the number of nodes in subset E decreases, then still increasing iα results into an 

increasing input iλ and also into an increasing input jλ whenever node j  is accessible from node i . 
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Nevertheless if subset E changes, then the matrix S P S Q+
E E

 changes and therefore other nodes 

might be accessible from node i . 

 

In conclusion, rising iα causes jλ to rise or stay the same and therefore the steady state inputs λ are 

monotonic in iα . This because increasing iα
 
causes iλ and the number of steady state full buffers to 

rise. The input jλ only rises whenever node j is accessible from node i . If the number of nodes in 

subset E changes, still raising iα causes iλ to go up and causes jλ to increase whenever node j is 

accessible from node i . The nodes that are accessible from node i  might be different if subset E

changes. 

3.5 Proving that there is one steady state solution λ for known steady state 

subset E  

Lemma:  There is one steady state solution for λ , for given steady state subsetE , if 

det( ) 0I S P S Q− − ≠
E E      

(assumption 2 is used) 

 

Proof: 

The solution λ can be calculated by using (3.9) and thus for this proof assumption 2 is used. If 

assumed that the matrix 
1

( ( ) ' ( ) ')I S P S Q
−− −

E E
does exist, the solution to (3.9) is:

 ( )1

matrix constant

( ( ) ' ( ) ') ( ) ' ( ) 'I S P S Q S P S Qλ α µ µ
−

= − − + −
��������� �����������E E E E

.  

This system of equations can only be solved if the matrix ( ( ) ' ( ) ')I S P S Q− −
E E

is invertible. A matrix 

can be inverted if it has a determinant unequal to zero, and therefore if the matrix is nonsingular.  

 

In the case where the matrix ( ( ) ' ( ) ')I S P S Q− −
E E

is singular, solving (3.9) results in i i iCλ λ= + . 

The reason for this singularity is that if node i  is either empty or full the same amount of fluid that 

respectively arrives or overflows at node i eventually is routed back to node i according to matrix 

S P S Q+
E E

. Therefore, for all possible routes from node i  back to node i in matrix S P S Q+
E E

, no 

fluid leaves the network. Thus, the sum of the j th row of S P S Q+
E E

is equal to one for all nodes j

that node i can access (including itself). Therefore, there is a sub network consisting of node i and 

the nodes that node i  can access. In this sub network all empty and full nodes route respectively all 

the fluid that is processed and all fluid that overflows to other nodes in this sub network. There are 

an infinite number of solutions in this sub network if the total input into this sub network is equal to 

the total output of this sub network. In that case 0iC = . On the other hand if the total input into 

this sub network is not equal to the total output of this sub network then 0iC ≠  and there are no 

solutions for λ  at all. Therefore, there is a single steady state solution if 

det( ( ) ' ( ) ') det( ) 0I S P S Q I S P S Q− − = − − ≠
E EE E

(because det( ') det( )A A= ) ) and there are an 

infinite number of steady

 

state solutions or no steady state solutions if det( ) 0I S P S Q− − =
E E

.  
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In chapter 2 it is shown that there is a single solution for steady state inputs λ  for a finite buffer 

fluid overflow Jackson network of 2 nodes, except for 5 singular cases. The 4 singular cases where 

there are an infinite number of solutions are exactly the four possible cases where 

det( ) 0I S P S Q− − ≠
E E  

and 0iC = . For example in the case where 12 21 1p p= = and
 1 2 0α α+ =

there are an infinite number of solutions in region
 
I  (see Figure 2.1) and therefore both buffers are 

empty in steady state. In this case S
E

 is equal to I  and therefore

det( ) det( ) 0I S P S Q I P− − = − =
E E

. In this case the total input of the network is equal to the 

total output of the network which results in 0iC = . In the case where there are no solutions at all, 

both buffers fill up and the inputs λ  will increase until infinity because 
12 21

1q q= = . Therefore, in 

steady state both buffers are full and S
E

is equal to I . Hence, 

det( ) det( ) 0I S P S Q I Q− − = − =
E E

. In this case the total input into the network is not equal to 

the total output out of the network which results in 0iC ≠ . 

 

If assumption 1 is indeed true, then all finite buffer fluid overflow Jackson networks, where no sub 

networks can occur wherein all empty and full nodes route respectively all the fluid that is processed 

and all fluid that overflows to other nodes in this sub network, have a single solution for steady state 

inputs λ .   
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Chapter 4  Algorithms to solve the non-linear system of equations 

In this chapter two algorithms are explained that can find the steady state subsets { | }i ii λ µ= <E , 

{ | }i ii λ µ= <F and { | }i ii λ µ= =U . Here the nodes that are part of subset E are empty in steady 

state, the nodes that are part of subset F  are full in steady state and for the nodes that are part of 

subset U  it is unknown what amount of fluid is inside the buffer in steady state. In this chapter the 

subset G  has a slightly different meaning than it has in the previous chapter. In this chapter 

{ | }i ii λ µ= ≤G  and node i  is said to be underloaded if i iλ µ≤ as opposed to i iλ µ<  used in the 

previous chapter. The first algorithm that can find the steady state subsets E , F and U , calculates 

the steady state inputs λ  for each combination of nodes in subset { | }i ii λ µ= ≤G  until the solution 

is found. The second algorithm finds steady state subsets in a more efficient manner. For both 

algorithms a Mathematica script is made so that the outcomes can be compared (see next chapter).  

4.1  Assumptions on the input data for the two algorithms 

These assumption are made on the input data for the two algorithms. These assumptions are 

referred to in this chapter. 

assumption 3: 

det( ) 0I S P S Q− − ≠
G G

 for∀ ⊆G N  

 

If this assumption is satisfied then it is guaranteed that a solution is found with brute force (see 

section 4.2). 

assumption 4: 

det( ) 0I S P S Q− − ≠
G B

 for ,∀ ⊆G B N . The meaning of subset B  is explained in section 4.3. 

 

If this assumption is satisfied then it is satisfied that the efficient algorithm (see section 4.3) finds 

the solution.
 

4.2  Algorithm one: brute force 

This algorithm finds the solution if assumption 1 and assumption 3 are satisfied. If assumption 3 is 

satisfied all inverses that can be needed with this algorithm are computable. In this algorithm for 

each combination of nodes in the steady state subset G , the steady state inputs λ  are calculated 

according to (3.9): 

( ) ' ( ) ' ( ) '( )S P S P S Qλ α λ µ λ µ= + + + −
G G G      

 

 If all nodes that where assumed to be in steady state subset G satisfy i iλ µ≤ and all other nodes 

satisfy i iλ µ>  then this subset G is indeed the steady state subset and it can be determined 

whether the nodes in subset G are either in subset E or in subset U . If a solution is found the 

algorithm is done. In appendix A a Mathematica script for brute force is shown. 

 

Maximal number of iterations: 

In the worst case a maximal number of combinations 2N
 for subset G  are verified and therefore λ  

can be calculated a maximum of 2N
times before the true solution is found. Because of this 

exponential increase this algorithm is inefficient. 
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Remark: 

To guarantee that a solution is found for (3.9), λ  must be computable for every combination of 

nodes in subset G . To calculate λ  for some combination of nodes in subset G , the matrix 

( ( ) ' ( ) ')I S P S Q− −
G G

 has to be inverted and therefore det( ) 0I S P S Q− − ≠
G G

has to hold. Hence, 

assumption 3 has to be satisfied to guarantee that a solution is found. 

4.3 Algorithm two: efficient algorithm 

In this algorithm two subsets are relevant: subset B contains the nodes that are assumed to have a 

finite buffer capacity (all other nodes are assumed to have an infinite buffer capacity) and subset G

contains the nodes that are assumed to be underloaded. If a node is underloaded it has an output of

iλ instead of iµ .
 
In the end of this section an illustration is given for the efficient algorithm. 

 

Before it is tried to explain the algorithm for solving (3.8) (is the same as (3.9)), first the method as 

shown in Goodman and Massey (1984) for solving (4.1) is explained. 

'( )Pλ α λ µ= + ∧
         (4.1) 

In this paper Goodman and Massey have also shown that there is a single solution to (4.1) 

 

Goodman and Massey’s method (G&M method): 

A loop with counter k is used and ( )kG is the subset of nodes that are known to be underloaded at 

the start of iteration k . In short Goodman and Massey’s method is to first assume that all nodes are 

overloaded and thus that (1)G  is an empty set. In that case the output of the i th node is equal to 

the maximal output iµ and the inputs λ can be calculated according to (4.2). 

(1) 'Pλ α µ= +          (4.2) 

 

This first guess is at worst an overestimate of the true inputs because all nodes where assumed to 

have a maximal output of iµ . If in this case all nodes meet (1)i iλ µ> then all nodes are indeed 

overloaded and (1)iλ is the solution to the throughput equation. If on the other hand one or more 

nodes are stable (and thus underloaded) for this guess then these nodes are underloaded in the true 

situation. Now again the throughput equation can be solved, but this time using the fact that all 

nodes indexed by (2) { | (1) }i ii λ µ= ≤G are underloaded. All other nodes are still assumed to be 

overloaded. Once again the solution (2)iλ is at worst an overestimate (though more conservative as

(1)iλ ). Therefore, the set (3) { | (2) }i ii λ µ= ≤G  can be larger than or equal to the set (2)G . By 

induction, the size of ( )nG increases. Therefore, there is a first positive integer *n  less than or equal 

to N such that * *( ) ( 1)n n= +G G . Hence, the true solution *( )i nλ and * *( ) ( )n n=E G can be found 

algorithmically. 
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Extending G&M method for a finite buffer fluid overflow Jackson network: 

This efficient algorithm finds the solution if assumption 1 and 4 is satisfied. If assumption 4 is 

satisfied then all inverses that can be needed with this algorithm are computable. To find the steady 

state subset E , F and U and the steady state inputs λ  for a finite buffer fluid overflow Jackson 

network of N  nodes two loops are used. The outer loop has counter k  and the inner loop that runs 

within loop k has counter l . The nodes that are assumed to have a finite buffer capacity are part of 

subset ( )kB  
(all other nodes are assumed to have an infinite buffer capacity). This subset B  is 

constant throughout iteration k . The nodes that are known to be underloaded at the start of 

iteration ,k l  are part of subset ( , )k lG . Furthermore ( , )k lλ is the solution at the end of iteration 

,k l and ( )kλ  is the solution at the end of iteration k . 

 

Iteration k = 1 : 

In this iteration all nodes are assumed to have an infinite buffer capacity and thus (1)B  is an empty 

set. If all nodes are assumed to have an infinite buffer capacity and thus no node can overflow then 

(3.8) reduces to (4.1). Therefore, Goodman and Massey’s method can be used to algorithmically find 

inputs (1)λ . This is the first guess for the solution to (3.8).  

 

This guess is at worst an underestimate because all nodes are assumed to have an infinite buffer 

capacity and therefore no buffer can overflow. Therefore, the true steady state inputs of all nodes 

can only be the same or greater than (1)λ . Hence, all nodes that satisfy (1)i iλ µ>  for this first guess 

also overflow in the true situation. If all nodes satisfy (1)i iλ µ> then all nodes overflow in the true 

situation and therefore the steady state subset F is a full set. In that case λ is calculated in the next 

iteration k = 2 . If all nodes satisfy (1)i iλ µ≤ then no node overflows and it can be determined 

whether a node is in subset { | }i ii λ µ= <E  or in subset { | }i ii λ µ= =U . In that case the algorithm 

is done. On the other hand if some nodes are found to satisfy (1)i iλ µ> and some nodes are found 

to satisfy (1)i iλ µ≤ for this situation then a next iteration is needed to see whether the underloaded 

nodes are underloaded or full in the true situation. 

 

Iteration k = 2  

The next iteration looks a lot like Goodman and Massey’s method. The main difference is that 

in this iteration the nodes that satisfy (1)i iλ µ> are assumed to have a finite buffer capacity and 

thus (2) { | (1) }i ik λ µ= >B . The equation to solve for iteration 2 is: 

'( ) ( ) '( )P S Qλ α λ µ λ µ= + ∧ + −
B

       (4.3) 

 

As a first guess for (2)λ all nodes that are assumed to have an infinite buffer capacity are assumed to 

have a maximal output of iµ  and thus (2,1)G  is an empty set. With this information inputs (2,1)λ  

can be calculated according to (4.4). 

(2,1) ' ( ) '( )P S Qλ α µ λ µ= + + −
B

       

(4.4) 
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(2,1)λ is at worst an overestimate of (2)λ . If all nodes meet (2,1)i iλ µ> then all nodes indeed 

overflow and all nodes are full in the true situation. If a node satisfies (2,1)i iλ µ≤
 
then this node 

also satisfies (2)i iλ µ≤ and therefore this node is underloaded if only the nodes in subset (2)B are 

assumed to have a finite buffer capacity. Now again the throughput equation can be solved, but this 

time using the fact that all nodes indexed by (2,2) { | (2,1) }i ii λ µ= ≤G are underloaded. The 

equation to solve for iteration 2,2 is: 

( ) ' (( ) ) ' ( ) '( )S P I S P S Qλ α λ µ λ µ= + + − + −
G G B

     (4.5) 

 

Again (2, 2)λ is an overestimate of (2)λ  although a more conservative one then (2,1)λ .Therefore, 

the set (2,3) { | (2,2) }i ii λ µ= ≤G  can be larger than or equal to the set (2,2) { | (2,1) }i ii λ µ= ≤G

. For iteration 2,3  the nodes in subset (2,3)G have an output of iλ  instead of iµ  and therefore all 

nodes have the same or a smaller steady state input in iteration 2,3 then they had in iteration 2,2 . 

As a result (2,4) { | (2,3) }i ii λ µ= ≤G can be larger than or equal to the set (2,3)G . As can be seen, 

by induction the size of (2, )nG increases. Therefore, there is a first positive integer *n smaller than 

or equal to N that holds * *(2, ) (2, 1)n n= +G G and therefore the solution *(2, )i nλ can be found 

algorithmically. 

 

This guess (2)λ  is like (1)λ at worst an underestimate because the nodes that were not part of (2)B

cannot overflow and therefore the true inputs of all nodes can be the same as (2)λ  
or greater than

(2)λ . Hence, all nodes that satisfy (2)i iλ µ>  for this guess also overflow in the true situation. If G  

is equal to zero and thus all nodes satisfy (2)i iλ µ> then all nodes overflow and the true steady 

state inputs λ  are calculated in the next iteration 3k = . Further if all nodes that do not belong to

(2)B are found to satisfy (2)i iλ µ≤  then it can be determined whether these underloaded nodes 

are part of { | }i ii λ µ= <E or part of { | }i ii λ µ= =U  and the algorithm is done. On the other hand if 

some nodes that are not part of (2)B are found to satisfy (2)i iλ µ>
 
and some others are found to 

satisfy (2)i iλ µ≤
 
for this situation then a next iteration is needed to see whether these 

underloaded nodes are full or underloaded in the true situation.  

 

Iteration k = 3 till k = N : 

All the nodes that satisfy ( 1)i ikλ µ− > , and thus are part of ( )kB , overflow in the true situation. 

Therefore, in iteration k all these nodes are assumed to have a finite buffer capacity. The solution

( )kλ is found algorithmically in the same way as for 2k = . If all nodes satisfy ( )i ikλ µ>  and thus if 

0=G  then all nodes overflow and the solution λ  is calculated in the next iteration. If all nodes that 

are not part of ( )kB  satisfy ( )i ikλ µ≤ then it can be determined whether these underloaded nodes 

are part of { | }i ii λ µ= <E
 
or part of { | }i ii λ µ= =U  and the algorithm is done. If some nodes that 

are not part of ( )kB are found to satisfy ( )i ikλ µ>  and some are found to satisfy ( )i ikλ µ≤
 
then 

another iteration is needed until the solution is found. If a next iteration is needed then

( ) ( 1)k k> −B B because if no extra node is found to overflow in iteration k then the solution is 

found.  

 

On the next page the flowchart for this algorithm is shown. 
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Figure 4.1 flowchart for the efficient algorithm 

 

In appendix B the Mathematica script for this efficient algorithm is shown. 
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Illustration for the efficient algorithm: 

In this illustration it is tried to make the efficient algorithm more clearly. This illustration is not based 

on a specific network (in terms of matrices P , Q  and vectors α and µ ). However it shows how the 

algorithm works by using an abstract finite buffer fluid overflow Jackson network of 4 nodes. In this 

network all nodes have a maximal process rate of µ . 

 

Iterations k = 1 : 

In this iteration all buffers are assumed to have an infinite buffer capacity. Thus, (1)B is an empty 

set. In iteration ( , ) (1,1)k l =  every node is assumed to have a maximal output of µ , and thus the 

nodes are expected to have more input than their maximal process rate µ . Now the inputs can be 

calculated according to (4.3). A possible outcome for a network with 4 nodes is shown in Figure 4.2. 

 
Figure 4.2: outcome of iteration 1,1 

 

In this figure the arrows show where the inputs are assumed to be. And the black dots are the inputs 

that are calculated. It can be seen that node 3 does not satisfy 3λ µ> and therefore has an output 

of 3λ if all nodes are assumed to have an infinite buffer capacity. Now again the inputs are calculated 

but this time using that node 3 has an output of 3λ instead of µ . A possible outcome is shown 

below. The gray dots are the previous results and the black dots are the new calculated inputs. 

 
Figure 4.3: outcome of iteration 1,2 
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Notice that the inputs can only be the same or smaller than in the previous iteration because the 

output of node 3 has decreased and the other outputs have remained equal to µ . Now node 1 is 

found to have an input 1λ  smaller than its maximal process rate µ . Again the inputs can be 

calculated, this time using that nodes 1 and 3 both have an output iλ  instead of µ . A possible result 

is shown below. 

 Figure 4.4: outcome of iteration 1,3 

 

This time no extra node is found to have an input smaller than its maximal process rate and it is 

known that nodes 2 and 4 both overflow in the true situation. This because if buffers have a finite 

buffer capacity instead of an infinite buffer capacity the input cannot decrease.  

 

Iterations k = 2 : 

Now another iteration is done but this time using that nodes 2 and node 4 both have a finite buffer 

capacity and therefore using that both buffers overflow. Node 1 and node 3 are again assumed to 

have a maximal output of µ . A possible solution for this iteration is shown below. 

 
Figure 4.5: outcome of iteration 2,1 
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Because nodes 2 and 4 now have a greater output because both nodes overflow, all nodes have an 

input iλ equal to or greater than was found in the previous iteration. In this iteration node 3 is found 

to have an input less than its maximal process rate if nodes 2 and 4 overflow. Therefore, node 3 has 

an output of 3λ . With this knowledge another iteration is done. 

 

 A possible result is shown below. 

 
Figure 4.6: outcome of iteration 2,2 

 

It can be seen that nodes 1 is also found to have an input smaller than its maximal output. And 

therefore this node is also underloaded if nodes 2 and 4 overflow. Now it is already known that node 

1 and 3 are underloaded and nodes 2 and 4 are overloaded in steady state. The algorithm however 

does another iteration to obtain the true inputs λ as well. Thus, the algorithm continues until the 

dots agree with the arrows. A possible outcome of the last iteration is shown in Figure 4.7.  

 

 
Figure 4.7: outcome of iteration 2,3 

Now the algorithm is done! 
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Maximal number of iterations: 

If no extra node is found to overflow in iteration k  then this algorithm would be done. Therefore, 

the outer loop can be needed a maximum of N times. In this case per iteration only one node extra 

is found to overflow. If i nodes have been found to overflow before iteration k then during iteration 

k  the inner loop can be needed a maximum of N i− times to determine whether or not an extra 

node overflows. In the last big loop, the smaller loop can be needed twice to calculate the true 

inputs λ . Therefore, λ  can be calculated a maximum of 
0

( ) 1 1/ 2 ( 1) 1
i N

i

N i N N
=

=

− + = + +∑  times 

before the true solution is found. Brute force exceeds 1/ 2 ( 1) 1N N + +  because

1/ 2 ( 1) 1 2
N

N N + + = for 1,2N =  and 1/ 2 ( 1) 1 2
N

N N + + < for all other network sizes. The 

probability that the maximum number of iterations is needed for this efficient algorithm decreases 

for increasing network size N .  

 

Remark: 

In calculation 4 in the flowchart (see Figure 4.1) 
1

( ( ) ' ( ) ')I S P S Q
−− −

G B
has to be computed. To 

guarantee that a solution is found, λ  must be computable for every possible combination of nodes 

in G and B . Hence, assumption 4 has to hold to guarantee that a solution is found. Note that a 

node cannot be part of subset G and B at the same time and that a node can be part of neither one 

of them.  
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4.4  Comparing brute force and the efficient algorithm 

In this section the brute force algorithm and the efficient algorithm are compared to each other on 

account of efficiency. To do so, for both algorithms the number of iterations that is needed to obtain 

the steady state subsets E , F and U and the steady state inputs λ  is acquired. The number of 

iterations is equal to the number of times λ  is calculated. Every time λ is calculated an inverse has to 

be calculated which has a time complexity of 
3

( )O N . This means that if the network size doubles it 

takes about 
3

2 8=  times as much steps to calculate the inverse. For each network size the 

algorithms are done a thousand times. Every time new random matrices P and Q and random 

vectors α and µ  where used. Below in Figure 4.8 the Mathematica code that makes these random 

matrices P  and Q and random vectors α and µ  can be seen.  

 

Figure 4.8: Mathematica code for generating random matrices and random vectors 
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In Figure 4.9 the results are shown for the brute force algorithm.  

 

 
Figure 4.9: Results for brute force algorithm  

 

As said the maximal number of iterations needed is 2N
. For these thousand results per network size 

about every number of iterations between zero and the maximum 2N
has occurred. Further it can 

be seen that the average number of iterations increases exponentially when the network size goes 

up. As said, in every iteration λ  has to be calculated which has a time complexity of 
3

( )O N . 

Therefore, the average-case complexity and the worst-case complexity of this algorithm is 
3

(2 )
N

O N . Which means that the average number of steps needed and the maximal number of 

steps that can be needed to find the solution increases exponentially with increasing network size. 
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In the figure shown below the results for the efficient algorithm can be seen for small network sizes. 

 

 
Figure 4.10: Results for the efficient algorithm for small network sizes 

 

Only for 2,3,4N = the measured maximal number of iterations is equal to the maximal number of 

iterations ( / 2 1/ 2) 1N N+ + that can be needed. For network sizes 4N = until 10N =  the highest 

measured number of iterations needed is only 1 of the 1000 measurements.  

 

In the figure below, the average number of iterations needed for the brute force algorithm and the 

efficient algorithm are shown in the same figure. 

 

 
Figure 4.11: Results for the efficient algorithm and brute force 
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Apparently the brute force algorithm is more efficient than the other algorithm for a network size of

2N = . However for all other network sizes the efficient algorithm finds the results in less iterations 

than brute force. The difference between these two lines increases very quickly for increasing 

network size N which means that with the efficient algorithm the solutions can be calculated for 

much greater networks then is possible with brute force. 

 

The efficient algorithm is also tested for larger network sizes. The results for all tested network sizes 

is shown in Figure 4.12. 

 

 
Figure 4.12: results for the efficient algorithm  

 

In this figure it can be seen that very few iterations are needed for large network. The solutions for a 

network of 800 nodes can be obtained in an average of about 16 iterations. For all networks size 

greater than 4 nodes the maximum number of iterations ( / 2 1/ 2) 1N N+ + that can maximally be 

needed is not obtained in these thousand measurement.  

 

Time complexity of the efficient algorithm: 

To determine the time complexity of this algorithm (for networks that are generated with the 

Mathematica code in Figure 4.8) first it must be known how the number of iterations increases for 

increasing network size. A function ( )g N must be found such that:
( )

lim constant
( )N

f N

g N→∞
= , where 

( )f N is the number of iterations needed for a network size of N nodes.  

 

In the figure below the result is shown for ( ) log( )g N N=  
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Figure 4.13: f(N)

g(N)
for g(N)=log(N)  

In the figure below the result is shown for 
0.17

( )g N N=  

 
Figure 4.14: f(N)

g(N)
for 0.17g(N)=N  

It can be seen that for both functions lim ( ) ( ) 5
n

f N g N
→∞

≈ . Thus, the function ( )g N  can be both 

log( )N and
0.17N . Probably the amount of iterations needed increases with log( )N  but for small 

network sizes 
0.17N  behaves the same as log( )N . To determine which function is the right one, the 

algorithm has to be tested for larger network sizes. As said inverting a matrix has a time complexity 

of 
3

( )O N . Therefore, the average-case time complexity for the algorithm is probably 

3
( log( ))O N N . In worst-case 

2
( )O N iterations are needed. Thus, the worst-case time complexity 

of the algorithm is
3 2 5

( ) ( )O N N O N=  and therefore this is a polynomial time algorithm. 
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 Chapter 5  Trajectory calculation 

In this chapter it is shown that the efficient algorithm can also be used to calculate exact trajectories. 

In the end an interactive graphical representation for a network of 3 nodes and a program that 

calculates and visualizes exact trajectories for networks with general network sizes are shown.  

5.1  Proving that the efficient algorithm can be used to calculate exact 

trajectories  

Lemma:  the efficient algorithm can be used to calculate exact trajectories
  

 

 

Proof: 

In the previous chapter an algorithm is shown that can find the solution for the equation

'( ) '( )P Qλ α λ µ λ µ += + ∧ + − . 

If you want to calculate a trajectory then (3.5) has to be solved to find the inputs ( )tλ for some mode 

(a mode is a certain combination of subsets
 

( )tE  and ( )tF ). Below (3.5) is again shown: 

( ) ( )( )
( ) ( ) ' ( ) '( ( ) ) ( ) '( ( ) )

t tt
t S P S P t S Q tλ α µ λ µ λ µ += + + ∧ + −

E FE  
 

For each mode, the subsets ( )tE and ( )tF are known and constant. There are 3
N

different 

combinations of subsets ( )tE and ( )tF  because a node can be grouped in neither ( )tE nor ( )tF . 

The modes are numbered
 

1,2,..,3
N

m = and subsets ( )tE and ( )tF in mode m are referred to as 

respectively ( )m tE and ( )m tF . It can be seen that (3.5) and (3.8) have the same form. Therefore, the 

inputs ( )tλ in mode m  are the same as the steady state inputs λ for a network that has routing 

matrix ( )m tS P
E

for the fluid that is processed by a node, routing matrix ( )m tS Q
F

 for the fluid that 

overflows at a node and 
( )

( ) '
m t

S Pα µ+
E

as exogenous inputs. Thus, the same efficient algorithm 

can also be used to calculate the inputs ( )tλ in mode m .  
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5.2  Assumptions on the input data for the trajectory calculation programs 

These assumptions are made on the input data for the trajectory calculation program. These 

assumptions are referred to in this chapter. 

 

Assumption 5: 

 

( ) ( ) ( )(t)
det( ) 0

m mt t tI S S P S S Q− − ≠
G E FG

 for each mode m and ∀ ⊆G N  

  

If this assumption is satisfied then the trajectory can always be calculated with brute force 

 

Assumption 6: 

 

( ) ( ) ( ) ( )
det( ) 0

m mt t t t
I S S P S S Q− − ≠

E G F G
 for each mode m and ( ), ( )t t∀ ⊆G B N  

 

If this assumption is satisfied then the trajectory can always be calculated with the efficient 

algorithm 

 

 

5.3  programs that can calculate exact trajectories 
 

In Figure 5.1 the flowchart for calculating an exact trajectory is given.

4

0 for all nodes?

               

X =�
yes no

6

print trajectory

          

     1

start

7

stop

   

2

calculate initial mode 

                  

k

                                3

calculate  for mode 

calculate  for mode  

k

X k

λ

�

5

calculate next mode 

               

k

 
Figure 5.1: flowchart for calculating an exact trajectory 
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In calculation 3 λ  can be calculated with brute force or the efficient algorithm and X� can be 

calculated with (3.7). To guarantee that the trajectory can be calculated, λ  should be computable 

for every mode. In chapter 4 it is shown that assumption 3 and assumption 4 have to hold to 

guarantee that a solution is found by respectively brute force and the efficient algorithm. As shown 

previously the steady state equation can be transformed to calculate dynamic inputs ( )tλ  by 

replacing P , Q  and α by respectively ( )m tS P
E

, ( )m tS Q
F  

and 
( )

( ) '
m t

S Pα µ+
E

. Therefore, 

assumptions 3 and 4 can be transformed to assumptions 5 and 6 as well. If assumption 5 and 

assumption 6 are satisfied a trajectory can always be calculated by respectively brute force or the 

efficient algorithm. 

 

Two Mathematica programs that can calculate exact trajectories are made. In appendix C a 

Mathematica script is shown for a finite buffer fluid overflow Jackson network of 3 nodes. On 

http://demonstrations.wolfram.com/DynamicsOfADeterministicOverflowFluidNetwork/ the 

interactive demonstration and more information is shown. In this program λ  is calculated with 

brute force and therefore this program can calculate a exact trajectories if assumption 5 is satisfied. 
A disadvantage of this program is that it only works with buffer sizes equal to 1. However with this 

program it can easily be verified what the effects of changing exogenous input iα  for node i are, as 

well as the effects of changing the initial amount of fluid inside the buffers. In Figure 5.2 the 

visualization of the results is shown. On the axes it is shown how full a buffer is. For all modes an 

arrow points in the direction of X� . The sizes of these arrows give an indication of the relative sizes 

of X� . The blue arrow shows the trajectory for a given starting point. These starting values 
0

iX  as 

well as the external inputs iα  can be changed with the slide bars for all 3 nodes. 

 

 

 
Figure 5.2: Visualization of the results of the program for 3 nodes 
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In appendix D a Mathematica scripts is shown that can calculate trajectories for a finite buffer fluid 

overflow Jackson network of N  nodes. In this program λ  is calculated with the efficient algorithm 

and therefore a trajectory can always be calculated if assumption 6 is satisfied. In Figure 5.3 four 

screenshots of the visualization are shown for a network of 20 nodes. The matrices P and Q  
and 

vectors α and µ  are randomly generated with the Mathematica code in Figure 4.8. The initial 

amount of fluid in the buffers is randomly chosen equal to 1,2 or 3 and the buffer capacities are 

randomly chosen equal to 3,4 or 5. The empty buffers are visualized with a green color, the full 

buffers with a red color and the buffers that are neither empty nor full are shown in orange. With + 

and - you can skip forward and backward through the trajectory.  

 

 

 
Figure 5.3: Visualization of the results of the program for N nodes 
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Observations: 

These observations are made with the trajectory calculating programs: 

- No cyclic behavior is observed: There is no buffer that switches between being empty and 

full until infinity. 

- Before steady state is reached buffers can switch between being empty and full. 

- If the buffer capacities and the initial amount of fluid inside the buffer increase with a factor 

f and the other conditions stay the same the time at which a certain buffer becomes full or 

empty increases with a factor f as well.  

- In steady state a buffer is observed to be either empty or full. Buffer i can only be neither 

full nor empty in steady state if the input iλ is exactly the same as the maximal processing 

rate iµ . This is very unlikely to happen for the random matrices and random vectors it is 

tested on (though not impossible, see the example in section 3.2). 
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Chapter 6  Conclusion 

 

Nowadays a wide variety of different manufacturing networks exist. These factories can be modeled 

by using network models. To optimize these factories, insight for these network models is needed. In 

this report insight is gained for a finite buffer fluid overflow Jackson network. Because very little was 

known about this kind of networks only continuous and deterministic fluid flows and deterministic 

processes are considered in this report. 

 

In this paper it is shown that for a finite buffer fluid overflow Jackson network of 2 nodes there is a 

single solution for steady state inputs λ  except for five singular cases. For a network with general 

network size N  there is a single solution for steady state inputs λ  for known steady state subset E

if det( ) 0I S P S Q− − ≠
E E

and if every node is either full or empty in steady state (assumption 2). 

This means that if there is a unique solution for steady state subset E ,like assumed in this report 

(assumption 1), then there is a single solution if det( ) 0I S P S Q− − ≠
E E  

and if assumption 2 is met. 

Furthermore for a network of N nodes, the steady state inputs λ  are monotonic in iα . Which 

means that increasing the exogenous input iα for node i  cannot result into the fact that the steady 

state input jλ  decreases for node j .  

 

There are two algorithms for finding the nodes that are empty and full in steady state and the steady 

state inputs λ . The brute force algorithm tries every possible solution until the true solution is 

found. For this algorithm the average-case and the worst-case time complexity are both 
3

(2 )
N

O N . 

The other algorithm can find the solution in less iterations than brute force for a network with more 

than 2 nodes. This algorithm has a polynomial time complexity. The average-case time complexity is 

probably
3

( log( ))O N N  and the worst-case time complexity is 
5

( )O N .Therefore, this algorithm 

can calculate the solution for much greater networks than is possible with brute force. This efficient 

algorithm can also be used to calculate exact trajectories. During these trajectory calculations the 

following observations have been made:  

- No cyclic behavior is observed 

- Before steady state is reached buffers can switch between being empty and full. 

- If the buffer capacities and the initial amount of fluid inside the buffer increase with a factor 

f and the other conditions stay the same the time at which a certain buffer becomes full or 

empty increases with a factor f as well.  

- In steady state a buffer is observed to be either empty or full 

In this report two assumptions, that are not yet mathematically shown, have been made. In the 

future it can be proven that there is indeed a unique solution for steady state subset E , and that a 

buffer is indeed either empty or full in steady state. Furthermore to know whether the average-case 

time complexity of the efficient algorithm is 
3

( log( ))O N N or 
3.17

( )O N  the algorithm has to be 

tested for larger network sizes. In future research, one can try to write this network model as a 

linear complementary problem (LCP) like Hong and Mandelbaum (1991) did for the network model 

given in Goodman and Massey (1984). If this network model can be rewritten as an LCP then the 

algorithm for solving a LCP can be compared to the efficient algorithm given in this report. In future 

research, one can also try to include stochastic material flows and processes.  
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Appendix A code for brute force 

With this algorithm the steady state inputs λ  can be calculated. This algorithm can also calculate 

what nodes are empty and full in steady state and what nodes have an unknown amount of fluid in 

their buffers in steady state. For more information about brute force see section 4.2. 
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Appendix B code for efficient algorithm 

With this efficient algorithm the steady state inputs λ  can be calculated. This efficient algorithm can 

also calculate what nodes are empty and full in steady state and what nodes have an unknown 

amount of fluid in their buffers in steady state. For more information about this efficient algorithm 

see section 4.3. 
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Appendix C code for the interactive demonstration 
This is the Mathematica code for an interactive demonstration of a finite buffer fluid overflow 

Jackson network consisting of 3 nodes. With this demonstration the effect of changing exogenous 

inputs 
i

α and the initial amount of fluid inside the buffers can be shown. For more information 

about this demonstration see page 34 or visit the website: 

http://demonstrations.wolfram.com/DynamicsOfADeterministicOverflowFluidNetwork/. 
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Appendix D code for trajectory calculation for N -nodes 
With this program exact trajectories can be calculated for a network of N nodes. For more 

information about this program see section 5.3 35. 
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